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Potential paleoclimatic driving mechanisms acting on human
evolution present an open problem of cross-disciplinary scientific
interest. The analysis of paleoclimate archives encoding the envir-
onmental variability in East Africa during the past 5 Ma has trig-
gered an ongoing debate about possible candidate processes and
evolutionary mechanisms. In this work, we apply a nonlinear sta-
tistical technique, recurrence network analysis, to three distinct
marine records of terrigenous dust flux. Our method enables us to
identify three epochs with transitions between qualitatively differ-
ent types of environmental variability in North and East Africa dur-
ing the (i) Middle Pliocene (3.35–3.15 Ma B.P.), (ii) Early Pleistocene
(2.25–1.6 Ma B.P.), and (iii) Middle Pleistocene (1.1–0.7 Ma B.P.). A
deeper examination of these transition periods reveals potential
climatic drivers, including (i) large-scale changes in ocean currents
due to a spatial shift of the Indonesian throughflow in combination
with an intensification of Northern Hemisphere glaciation, (ii) a
global reorganization of the atmospheric Walker circulation in-
duced in the tropical Pacific and Indian Ocean, and (iii) shifts in the
dominating temporal variability pattern of glacial activity during
the Middle Pleistocene, respectively. A reexamination of the avail-
able fossil record demonstrates statistically significant coincidences
between the detected transition periods and major steps in homi-
nin evolution. This result suggests that the observed shifts be-
tween more regular and more erratic environmental variability
may have acted as a trigger for rapid change in the development
of humankind in Africa.

African climate ∣ Plio-Pleistocene ∣ climate-driven evolution ∣ dynamical
transitions ∣ nonlinear time series analysis

Recent comparisons of terrestrial and marine paleoclimate ar-
chives have resulted in an intense debate concerning global

vs. regional forcing of East Africa’s climate and its relationship
to human evolution during the past 5 Ma (1–4). The gradual long-
term retreat of equatorial rain forests and the emergence of drier
environments in East Africa (2, 5, 6) were interrupted by distinct
epochs of increased humidity indicated by paleo-lake levels in dif-
ferent basins of the East African Rift System (EARS) displaying
synchronous highs at about 2.7–2.5, 1.9–1.7, and 1.1–0.9 Ma B.P.
(7). Notably, these epochs coincide well with certain global-scale
climate transitions like the final closure of the Panama isthmus
(8–10), intensification of the atmospheric Walker circulation
(11), and the shift from a predominance of obliquity-driven
glacial variability (41 ka period) to glacial-interglacial cycles with
a 100 ka period (12, 13). Further reconstructions revealed addi-
tional relevant lake periods at 4.7–4.3, 4.0–3.9, 3.4–3.3, and 3.2–
2.95 Ma B.P. (3). Previous findings suggest that the dominating
summer aridity in the East African climate was controlled mainly
by orbitally driven changes in the local irradiation driving regional
monsoon activity via changes of sea-surface temperatures (SSTs)
(5, 14–18) rather than by high-latitude glacial dynamics. In addi-
tion, tectonic activity and the resulting complex topography of

East Africa could have triggered particularly variable climate
conditions during the Plio-Pleistocene (18, 19).

As early as Darwin (20), scholars have speculated on if and
how climate change shaped human evolution (4). On the basis
of the present-day knowledge of the Plio-Pleistocene African
climate, three general hypotheses concerning mechanisms of
climate-induced mammalian evolutionary processes are currently
discussed (18): (i) The turnover pulse hypothesis postulates
progressive habitat changes (21, 22) due to abrupt climate shifts
(1, 2) enforcing the adaptation of existing and the evolution of
new species. (ii) The variability selection hypothesis proposes an
increasing instability of environmental conditions as a driver for
the simultaneous emergence of species (23, 24). (iii) Finally, the
pulsed climate variability hypothesis promotes spikes of more vari-
able climate conditions unrelated to high-latitude glacial cycles as
a key driver of evolutionary selection (3, 6, 7, 25). With the cur-
rently available paleoclimate and paleoanthropological records,
it has not been possible to provide clear evidence for one of these
hypotheses by means of traditional (linear) statistical analysis.

Although there is an unequivocal correlation of terrestrial and
marine paleoclimate records, to date, marine sediments (Fig. 1)
provide the only archive that allows the study of the Plio-Pleis-
tocene African climate on all relevant time scales. However,
earlier analyses of terrigenous dust flux records using traditional
time series analysis techniques to detect important transitions in
the African climate yielded contradictory results with respect
to the signature and timing of these events (1, 2, 17). Difficulties
like these are to be expected when applying linear methods to the
highly nonlinear climate system underlying paleoclimate proxy
records. Linear techniques of time series analysis by definition
are limited to the study of linear dynamics. To circumvent this
problem and explore the vast remainder of nonlinear phenom-
ena, here we present results on the basis of a nonlinear method
of time series analysis, recurrence network (RN) analysis (see SI
Text). RN analysis enables us to reliably detect qualitative changes
within observational time series, which are largely indiscernible
for linear methods of data analysis (26–28). This instrument leads
to an improved detection of a particular flavor of Plio-Pleistocene
African climate change and its potential influence on the habitats
of early humans. On the basis of concepts of dynamical systems
and graph theory, RN analysis is particularly efficient in applica-
tions where the number of observations is limited and the data
points are unevenly spaced, which is common for paleoclimate
proxy records such as time series of dust accumulation rates (29).
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Specifically, RN analysis is sensitive to general changes in the
dynamics rather than those in the amplitudes of the entire record
(e.g., trends in mean or variance) or modes with a certain peri-
odicity. Therefore it is well suited for detecting tipping points or,
more generally, bifurcations in the behavior of nonlinear complex
systems like Earth’s climate (28–30).

Results
For detecting significant shifts in the dynamics of Plio-Pleistocene
African climate as reflected by terrigenous dust flux (seeMaterials
and Methods), we rely on two established measures of complex
network theory: transitivity and average path length (31). It has
been theoretically and empirically shown in several studies that,
when calculated for RNs of selected time series segments (see
SI Text), transitivity reflects the regularity of the dynamics within
this segment or time window (28, 30, 32). Noisy or chaotic
dynamics gives rise to low values, whereas (almost) periodic or
laminar behavior induces high values of transitivity. We therefore

refer to it as a climate regularity (CR) index in the following.
Along the same lines, extreme values of the average path length
indicate an abrupt dynamical change (ADC) between different
dynamical regimes within the considered time window (28, 30, 32)
(see SI Text). It is a crucial feature of our approach that CR and
ADC do not reflect changes in long-term trends but are, in con-
trast, sensitive to the regularity of short-term fluctuations (CR)
and general abrupt changes in this short-term dynamics (ADC).
Both measures are hence responsive to different nonlinear
aspects of the time series data and do not necessarily show transi-
tions at the same epochs (27, 29, 30). If they do so, however, this
double-evidence points at a particularly relevant feature in the
data.

For representative dust flux records from the Atlantic as well
as the Indian Ocean [Ocean Drilling Program (ODP) sites 659
and 721/722, Fig. 2A], CR reveals surprisingly similar long-term
change in short-term fluctuations before about 1.5 Ma B.P. (in
contrast to the Mediterranean ODP site 967, Fig. 2A), although
both sites are strongly geographically separated and, hence, char-
acterized by distinct wind systems and dust sources (1, 17, 33)
(Fig. 2B). Specifically, the Saharan Air Layer, African Equatorial
Jet, and trade winds contribute at ODP site 659 (34), whereas the
Shamal winds from the Arabian Peninsula, which are connected to
the western branch of the Asian monsoon system, dominate at
ODP site 721/722 (35). This overall picture indicates that changes
in CR during the Pliocene and early Pleistocene are robust man-
ifestations of long-term variations in the dynamics of large-scale
African dust mobilization and transport.

As a particularly striking feature, we identify a pronounced
maximum of CR between 3.5 and 3.0 Ma B.P. at both ODP sites
659 and 721/722 signaling a period of exceptionally regular dust
flux dynamics. The epochs highlighted by ADC support these
findings (Fig. 2C). The time interval 3.5–3.0 Ma B.P. is character-
ized by three distinct and highly significant extrema (two maxima
and one minimum) in the ODP site 659 record, indicating shifts
between regimes of higher and lower regularity in the variations
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Fig. 1. Map displaying the locations of the marine sediment cores analyzed
in this study (orange): ODP 659 (East Atlantic) (34), 721/722 (Arabian Sea)
(1, 2), and 967 (Eastern Mediterranean Sea) (66). In addition, locations of
additional complementary records of Plio-Pleistocene climate evolution (red)
in the Atlantic [ODP site 662 (61)] and the Mediterranean [composite
sequence of marine sediments at the Sicilian and Calabrian coast (69)] as well
as the EARS are shown.
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Fig. 2. (A) Terrestrial dust flux records from the three considered ODP sites (1, 2, 34, 66). (B,C) Results of RN analysis of the three dust flux records including 90%
confidence bands (vertical shadings) of a stationarity test (SI Text). Comparing both measures for all records reveals significant and synchronous large-scale
regime shifts in dust flux dynamics (horizontal shadings). (D) Time intervals with geological evidence for large lakes in East Africa, comprising collected in-
formation from different areas in the EARS (3) and additional results from the Afar basin (65, 70). (E) Major known steps of human evolution in East Africa
(simplified from ref. 3). Red bars indicate epochs where the possible emergence and/or extinction of known hominin species coincides with detected climate
transitions (SI Text).
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of environmental conditions (30). Similar observations can be
made for the ODP site 721/722 data; however, the increased va-
lues of ADC are less well pronounced but persist considerably
longer (until 2.8 Ma B.P.).

In general, the variations of ADC observed at ODP sites 659
and 721/722 differ remarkably (Fig. 2C), although CR traces con-
sistent shifts between more and less regular variability until about
1.5 Ma B.P. By considering the Mediterranean record (ODP site
967), further synchronous events are identified. Specifically, we
find an extended, highly significant maximum of CR between
about 2.25 and 1.6 Ma B.P. and of ADC between 2.2 and 1.7 Ma
B.P. The latter one roughly coincides with the observations made
at ODP site 659. Moreover, between about 1.1 and 0.7 Ma B.P.,
both CR and ADC show significant maxima for ODP site 967 and
ODP site 721/722 but not for ODP site 659.

In summary, our analysis identifies three main epochs of inter-
est: 3.5–3.0, 2.25–1.6, and 1.1–0.7 Ma B.P. (Fig. 2). All three are
characterized by significant extrema of CR and/or ADC in at least
two of the analyzed records. In addition, there are further shorter
time periods of considerably increased or decreased CR or ADC
observed in different records which are, however, typically less
pronounced. Our results do not change significantly if the basic
parameters of our analysis method (see SI Text) are modi-
fied (29).

Discussion
Nonlinear Identification of Critical Transitions in Paleoclimate. Tip-
ping points in the climate system—i.e., values of system para-
meters at which critical transitions in climate dynamics take
place—have gained increasing attention in the course of the on-
going debate on potential impacts of anthropogenic climate
change (36–38). Given the large risk (product of impact and like-
lihood) associated with the activation of certain climate tipping
elements (e.g., the Greenland and West Antarctic ice sheets), un-
derstanding and anticipating future qualitative changes in climate
tipping elements is of major importance and requires a good
knowledge of past transitions recorded in paleoclimate data (39).
Previous research revealed precursory signatures associated with
climate tipping points (39–41). Predominantly, changes in the
variance structure of characteristic observables represent a criti-
cal slowing down of intrinsic transient responses within the data
prior to the instabilities (42–46).

RN analysis is a promising exploratory tool for detecting struc-
tural changes in paleoclimate dynamics potentially associated
with certain tipping elements in Earth’s climate system. It has
several advantages above other frequently used techniques for
detecting (incipient) bifurcations in time series: (i) RN analysis
is not explicitly based on temporal correlations but on geometric
considerations (47). Hence it is more robust with respect to noisy
and nonuniformly sampled paleoclimate time series with uncer-
tain timing than methods relying on temporal correlations (42–
44, 48) like degenerate fingerprinting (42) and detrended fluctua-
tion analysis (43). (ii) As a nonlinear technique, RN analysis is not
restricted to detecting only changes in linear statistical properties
(i.e., the autocovariance structure) of a time series (42, 44–46).
In contrast, it characterizes more general variations in the re-
corded dynamics, which may become particularly relevant close
to bifurcation points. (iii) RN analysis has been shown to reliably
perform with a comparably small number of data points (29, 32),
particularly when contrasting it with linear spectral methods (1, 2)
or certain nonlinear stochastic models of climate fluctuations for
detecting noisy bifurcations (49, 50).

We emphasize that all existing methods for detecting tipping
points from paleoclimate time series (including RN analysis)
make use of sliding window techniques. By construction, such
methods have a limited temporal resolution of the variations of
the statistics of interest. Hence, identified dynamical transitions
can be attributed only to epochs rather than distinct points in

time. This strategy has the advantage of a higher robustness with
respect to uncertainties in the data themselves as well as the as-
sociated age models, rendering the results of RN analysis parti-
cularly robust and statistically reliable (29).

Climatological Interpretation. The three identified transition peri-
ods (Fig. 2), which are only partially known from previous studies,
can be clearly related to distinct and known climatic mechanisms.
Specifically, the interval 1.1–0.7 Ma B.P. corresponds to the Mid-
dle Pleistocene transition (MPT) characterized by a change from
glacial cycles predominantly related to obliquity variations of
Earth’s orbit (approximately 41 ka period) to such with an ap-
proximately 100 ka periodicity. The timing of this transition and
its underlying mechanisms have been extensively studied else-
where (13, 51). That the MPT is not detected in the record from
ODP site 659 by RN analysis does not imply that it did not have
any climatic impact in the corresponding dust-source areas in
Northwest Africa. It just shows that our technique is not sensitive
to the local signature of the transition, if present, e.g., if it man-
ifests itself in some change of trend (1, 2, 17) (see the discussion
in Results). Alternatively, the locally available data may be insuf-
ficient in quality and/or resolution to reveal the subtle type of
events RN analysis is focusing on. This reasoning holds for any
other known transition that is not detected by our method in any
of the considered records. Regarding the transition period in the
Early Pleistocene (2.25–1.6 Ma B.P.), the timing well coincides
with known large-scale changes in atmospheric circulation
associated with an intensification and spatial shift of the Walker
circulation (11).

The third identified transition period includes the Middle Plio-
cene (3.3–3.0 Ma B.P.), the last long period during which global
mean temperatures have been consistently higher than present
day (52). This epoch is thus considered as an analog for the future
climate of the late 21st century if anthropogenic emissions of
greenhouse gases continue to rise (53). It was characterized by a
strongly reduced meridional temperature gradient due to an inter-
mittent poleward shift of the North Atlantic overturning resulting
in a strong warming of the Arctic by oceanic surface currents (54,
55). At the same time, RN analysis reveals an enhanced regularity
of African dust flux variations in both the Arabian Sea and Atlantic
Ocean. At ODP site 721/722, this observation is predominantly
caused by a well-pronounced epoch of relatively weak and approxi-
mately constant dust flux between about 3.36 and 3.17 Ma B.P.
(Fig. 3E). A similar—but shorter—feature is found at ODP site
659 between about 3.25 and 3.19 Ma B.P. (Fig. 3D) as well as at
ODP sites 661 and 662 in the Eastern Equatorial Atlantic (1, 2).
The presence of such very similar features with a clearly different
timing suggests the presence of either one common climatological
mechanism influencing the Arabian Peninsula much earlier than
Northwest Africa or two distinct (but eventually interrelated)
factors, where the first affected only the Northeast African and/or
Arabian dust flux dynamics.

A first important candidate factor is the marine isotope stage
(MIS) M2 (56), an unusually cold period (3.32–3.28 Ma B.P.)
prior to the Middle Pliocene warm period (57, 58); cf. Fig. 3A.
This cooling was most likely triggered by a significant reduction
of northward heat transport via the North Atlantic Current be-
tween 3.33 and 3.283 Ma B.P. (59)—possibly due to intermittent
closures and reopenings of the Panamanian Seaway (10)—and
led to a strong increase in global ice volume and a global sea-level
fall to up to 60 m below present-day values (60). As a conse-
quence, global SST decreased by 2–3 K (59), with a 1–2 K de-
crease in the tropics (61); see Fig. 3 C and F. This low-latitude
cooling could be related to the reduced dust flux offshore of
Northwest Africa but can hardly explain the much earlier signa-
ture in the Arabian Sea.

A second possible triggering mechanism is the successive
northward displacement of New Guinea, because of which in-
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stead of warmer Equatorial Pacific water presently only less saline
and colder North Pacific water can pass the Indonesian through-
flow (62). Recent paleoceanographic reconstructions revealed
that, during the Pliocene, subsurface waters in the eastern tropi-
cal Indian Ocean freshened and cooled by about 4 K, including a
major cooling step between 3.5 and 2.95 Ma B.P. (63). Although
SSTwas much less affected in most parts of the Indian Ocean, the
southern coast of the Arabian Peninsula as well as the region
around the horn of Africa are known as (wind-driven seasonal)
upwelling regions (61, 64), which suggests that cold subsurface
waters could have (at least intermittently) reached the ocean sur-
face in this area and, thus, have led to a considerable decrease in
the average regional SST. Recent alkenone-based SSTreconstruc-
tions for ODP site 721/722 (61) actually confirm strong SST var-
iations with partially extremely low values between at least 3.33
(the beginning of the respective record) and 3.28 Ma B.P. (see
Fig. 3F), which cannot be explained by the known pattern of early
glacial activity (57).

In summary, both aforementioned factors would have led to
decreasing SSTs and, hence, to lower surface air temperatures
and potential changes in the evaporation-precipitation balance.
As a consequence, less convective rainfall, but also a shift (and
possible weakening) of dominating atmospheric circulation
patterns, was likely. Because in the potential source areas of ter-
rigenous dust lower temperatures foster the formation of a closed
vegetation cover, erosion and, hence, dust mobilization would

have decreased. This interpretation is supported by the existence
of large lakes in East Africa between 3.4 and 2.95 Ma B.P. [in-
cluding the most pronounced lake episode in the Afar region
(65) at about 3.33–3.23 Ma B.P.] pointing towards a very humid
climate (Fig. 2D). Our considerations above are speculative so far
and need confirmation from modeling studies and complemen-
tary paleoclimate archives.

Climate Variability and Human Evolution. To study the influence of
African climate variability on human evolution, we compare the
major large-scale transitions in African climate identified above
with the currently available fossil record (Fig. 2E). Particularly,
we observe that transitions in hominin evolution indicated by the
appearance and disappearance of hominin species tend to cluster
close to the identified climate shifts. These observed coincidences
are unlikely to arise by chance even when taking into account dat-
ing uncertainties and the inherent incompleteness of the fossil
record, as can be shown by using a suitable statistical significance
test (SI Text).

The presented results therefore shed some light on the possi-
ble interrelationships between long-term climate change and
hominin evolution. Specifically, we suggest that shifts between
periods of more regular and more erratic environmental variabil-
ity have been particularly important triggers for the development
of humankind in East Africa. On the one hand, epochs of higher
regularity could have led to stabilization and gradual increase of
a population and, thus, a spread of a species over a larger area.
On the other hand, subsequent periods of more irregular climate
variability, possibly associated with changes in long-term trends,
would have created an additional evolutionary pressure via a frag-
mentation of habitats and, thus, adaptation and diversification
leading to speciation (18).

Supporting and extending Potts’ variability selection hypoth-
esis on environmental control of human evolution (23, 24), our
point of view strongly suggests that, in addition to the mean
climate conditions and the amplitude of variations of environ-
mental parameters, (intermittent) changes in the regularity of
climate fluctuations should be considered in future, more refined
theories. In line with Potts’ hypothesis, this mechanism on orbital
time scales would benefit generalists likeHomo, which are able to
cope with strongly varying environmental conditions, but penalize
specialists like Paranthropus (23). We must, however, keep in
mind that the time scales of variations that are possibly relevant
for migration of populations are not yet resolved in the available
paleoclimate data. The necessity for further testing the extended
variability selection hypothesis put forward here against other
hypotheses (see the Introduction) calls for future efforts to obtain
high-resolution (decadal to centennial scale) data on Plio-Pleis-
tocene African climate history.

Conclusions
The nonlinear technique employed in this study is able to unravel
large-scale changes in the temporal variability of African envir-
onmental conditions on supermillennial time scales. Comparing
our results with findings from linear studies (17) demonstrates
that past climate change in Africa includes a significant, pre-
viously overlooked nonlinear component. This complementary
information supports the conclusions of ref. 17 in that we do not
find evidence for sustained and irreversible step-like changes in
climate variability that were proposed by refs. 1 and 2.

Our results provide clear evidence for subtle, but significant,
transitions in the dynamics of mineral dust transport from the
African continent to the adjacent oceans at about 3.35–3.15,
2.25–1.6, and 1.1–0.7 Ma B.P. These transitions unanimously cor-
relate with important global climate transitions, such as changing
ocean circulation (after 3.5 Ma B.P.), the intensification of the
low-latitude Walker Circulation (ca. 1.7 Ma B.P.), and the onset
of 100-ka glacial-interglacial cycles during the Middle Pleistocene
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sea-surface temperature, and dust flux reconstructions: (A) δ18O benthic stack
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based SST reconstruction from ODP site 662 (61); (D) terrigenous dust flux
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transition (ca. 1.25–0.7 Ma B.P.). The three episodes are charac-
terized by radical changes in the ocean-atmosphere conditions,
and hence the timing, magnitude, and style of wet-dry-wet transi-
tions in tropical and subtropical Africa, without doubt influencing
the regional climate and environment of early humans.

Indeed, we observe statistically significant coincidences between
the detected climate shifts and transitions in human evolution in
the geological record. By analogy, this link may be regarded as a
warning considering the large risks for future human societies
associated with climate tipping elements undergoing potentially
irreversible, qualitative transitions due to anthropogenic climate
change during the 21st century, even if the time scales involved
are very different. To harness the potential of RN analysis and
other nonlinear techniques to provide early warning of climate
tipping points on these centennial time scales remains a challenge
for future research.

Materials and Methods
The terrigenous dust flux records fromODP sites 659 (Atlantic Ocean offshore
West Africa) (34), 721/722 (Arabian Sea) (1, 2), and 967 (Eastern Mediterra-
nean Sea) (66) (see Fig. 2) allow reconstruction of North African dust mobi-
lization and transport over the past 5 Ma and, hence, encode temporal

changes in both the aridity of the region and the strength and direction
of dominant regional atmospheric circulation patterns (17). We chose these
records because they are well studied in the literature (1, 2, 17, 34, 66) and are
at the same time representatively distributed around North Africa. Terrige-
nous dust flux has been estimated by using different approaches: from the
relative abundance of the noncarbonate fraction and the dry-bulk density for
site 659, via linear regression from the magnetic susceptibility (which can
be measured much more easily) for site 721/722 (67), to artificially induced
magnetic remanescence for site 967 (for more details, see ref. 17).
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Recurrence Network Analysis of Time Series. Windowed analysis. To
detect dynamical transitions in a time series dðtÞ, we view this ser-
ies through a sliding window of W data points with a step size of
ΔW data points. The data within the μ-th window, xðtÞ ¼ dðtÞjt¼ti ,
i ¼ μΔW;…;μΔW þW , are analyzed separately thereafter.
Because of the widely differing average sampling times hΔTi
of all three records (ODP site 659: hΔTi1 ¼ 4.10 ka, ODP site
721/722: hΔTi2 ¼ 1.81 ka, ODP site 967: hΔTi3 ¼ 0.36 ka),
and to avoid interpolation, we prescribe the desired average
window size W � in units of time. This approach guarantees that
all three records are viewed at a comparable time scale. Our
choice of W � ¼ 410 ka is guided by the trade-off between high
temporal resolution (small W �) and statistical confidence (large
W �), but the results are robust within a reasonable range of W �
(1). The windows of W ¼ ⌊W �∕hΔTi⌋ data points then cover
approximately W � years, with deviations of maximum 44% due
to irregular sampling. We choose a window overlap of 90%,
resulting in a step size of approximately ΔW � ¼ 41 ka, ΔW ¼
⌊ΔW �∕hΔTi⌋, and maximum deviations of 97%. For every re-
cord, the number of data pointsW in all windows is kept constant
(rather than window size in the time domain). Thereby we assure
that even extensive statistics (i.e., quantitative measures that do
explicitly depend on the number of considered data points) show
comparable results along each time series. However, because of
the different sampling rates, the choice of a consistent reference
time scaleW � for all records requires different choices ofW , spe-
cifically, W 1 ¼ 100 for ODP site 659, W 2 ¼ 226 for site 721/722,
and W 3 ¼ 1139 for site 967, which implies that results from
different records should be compared qualitatively only. This
limitation does not impact the comparability of the timing of
events, because the window lengths all correspond to the refer-
ence time scale W � and we furthermore use the window’s mid-
points to attach a timing to the recurrence network measures
obtained from a particular window (see below).

Embedding of time series.Next, we unfold each time series segment
(window) xðtÞ by time-delay embedding to obtain a vector valued
trajectory xðtÞ ¼ fxðtÞ;xðtþ τÞ;…;xðtþ ðm − 1ÞτÞg (2, 3). The
embedding dimension m ¼ 3 presents a reasonable compromise
given the relatively short time series and the underlying high-
dimensional dynamics as suggested by the false nearest neighbor
criterion (4, 5). We choose the delay τ to cover approximately the
same time scale for all three considered records, i.e., τ ¼
⌊τ�∕hΔTi⌋ with τ� ¼ 10 ka, corresponding to the order of the
decorrelation time for all three time series (1). The result is τ1 ¼
2 time steps for ODP site 659, τ2 ¼ 5 for site 721/722, and τ3 ¼ 27
for site 967. A detailed discussion of the limitations of this ap-
proach with respect to the irregular sampling of the considered
time series is given in a complementary technical paper (1).

Recurrence network construction. To represent the recurrence
structure within the current time window, we construct an ε-re-
currence network (RN) from xðtÞ (5–8). The nodes i of this com-
plex network (9, 10) are the W state vectors xi ¼ xðt ¼ tiÞ
embedded in the m-dimensional reconstructed phase space cor-
responding to times ti. We link two nodes i and j if the associated
states are very similar—i.e., xi ≈ xj. The network’s adjacency
matrix Aij (9) is given by

Aij ¼ Θðε − ‖xi − xj‖Þ − δij; [S1]

where Θð·Þ is the Heaviside function, ‖ · ‖ the maximum norm, ε
the recurrence threshold, and δij the Kronecker delta introduced
to exclude self-loops (7). ε is chosen adaptively for each window
to guarantee a reasonable choice of the link density fixed at
approximately 5% (7, 11). RNs are closely linked with the estab-
lished concept of recurrence quantification analysis (12), which
has been previously used in the context of paleoclimate time
series analysis (13, 14).

Network measures and interpretation. So far we have obtained
a complex network for each window describing the dust flux
dynamics during the associated epoch in the past. We now pro-
ceed to quantitatively characterize these networks in terms of two
conceptually different graph-theoretic measures (9, 10), which
are both sensitive to dynamical transitions in time series mapped
to RNs (5, 8, 15). We consider the transitivity properties captured
by the measure network transitivity (9, 10)

T ¼
∑
i;j;k

AijAjkAki

∑
i;j;k

AkiAkj
: [S2]

T is larger for regular and smaller for more irregular dynamics
within the considered time series segment (5, 8, 15). The average
path length

L ¼ hlijiij [S3]

gives the mean value of the minimum number of links lij (geodesic
graph distance) that have to be crossed to get from node i to j in
the RN (9), where h·iij denotes an average over all pairs of nodes.
The average is taken only over pairs of nodes that belong to the
same network component (i.e., which are mutually reachable on
the graph). It tends to fluctuate strongly when the window slides
across a dynamical transition (5, 8, 15), because the overall net-
work structure often undergoes a qualitative change at such a
point [e.g., because of the merging of two formerly disconnected
network clusters (5)].

We use the window’s midpoint for plotting the time evolution
of T and L (see Fig. 2, main text). A notable advantage of our
methodology is its insensitivity to changes in the age model un-
derlying xðtÞ. As long as only the time points ti, but not the actual
data xi ¼ xðt ¼ tiÞ (e.g., because of interpolation), differ between
age models, our results will remain the same. Note that the only
implicit assumption made here is that the available state vectors
xi in a given time window represent the distribution of states with-
in this window with sufficiently high statistical confidence.

Significance test. Finally, we perform a significance test to ascer-
tain at which times T and L deviate significantly from their ex-
pected values given the recurrence structure of the whole time
series and window size W (8). The corresponding null hypothesis
is that the network measures observed for a certain window are
consistent with being calculated from a random draw of W state
vectors from the prescribed phase space distribution induced
by the entire time series. In order to create an appropriate null
model, we use the following approach: (i) Draw randomlyW state
vectors from the embedded time series (corresponding to the
chosen window size), (ii) construct a RN from this set of state
vectors, and (iii) calculate the network measures of interest.
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We obtain a test distribution for each of the network measures
and time series separately from 100,000 realizations of this null
model. Finally we estimate confidence bands bounded by the test
distribution’s 5% and 95% quantiles. This simple approach yields
a test for stationarity on the basis of the structural features of
RNs, where network measures significantly deviating from the
empirical test distribution indicate epochs that include potential
dynamical regime shifts.

Contemplating Coincidences. Introduction. We are concerned with
the statistical problem of testing for coincidences of two distinct
types of events: (i) shifts in climate (C events) and (ii) the appear-
ance and disappearance of species in the fossil record (S events).
Consider a record of N S events S1;…;SN and M C events
C1;…;CM over a time period T, where both sequences are not
necessarily ordered chronologically. A single coincidence occurs
if an S event falls within the temporal tolerance window of a C
event—i.e., jtS − tCj ≤ ΔT, where tS and tC denote the timing of
both events (Fig. S1).

Assume that we observe in our record Ke single coincidences.
Given these findings and considering the uncertainties in the timing
of both types of events as well as the inherent incompleteness of
the fossil record, we ask the following questions: Are the observed
numbers of coincidences likely to have arisen by pure chance? Can
we derive a significance test by combinatorial reasoning?

Statistical null model. Our null hypothesis is that both S and C
events are distributed randomly, independently and uniformly
over the time interval T. Furthermore, we assume that ΔT ≪
T∕M ≪ T. On the basis of these assumptions, the probability of
a specific S event Si falling into the tolerance window of a specific
C event Cj is

p ¼ 2
ΔT
T

: [S4]

Then the probability of a specific S event Si coinciding with at
least one of the M C events is given by

1 − ð1 − pÞM ¼ 1 −
�
1 − 2

ΔT
T

�
M
: [S5]

Now we are in a position to compute the probability
PðK ;N;1 − ð1 − pÞMÞ that exactly K single coincidences are
observed for a given realization of the fully random null model.
Because S events are assumed to be distributed independently
in the interval ½0;T�, PðK ;N;1 − ð1 − pÞMÞ is the binomial distri-
bution with N trials and success probability 1 − ð1 − pÞM (16)
yielding

PðK;N;1 − ð1 − pÞMÞ ¼
N

K

 !�
1 −

�
1 − 2

ΔT
T

�
M
�
K

×
��

1 − 2
ΔT
T

�
M
�
N−K

: [S6]

From this distribution [Eq. S6] we easily derive the expectation
value hKi and standard deviation σðKÞ as

hKi ¼ N½1 − ð1 − pÞM � ¼ N
�
1 −

�
1 − 2

ΔT
T

�
M
�

[S7]

and

σðKÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N½1 − ð1 − pÞM �ð1 − pÞM

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
�
1 −

�
1 − 2

ΔT
T

�
M
��

1 − 2
ΔT
T

�
M

s
: [S8]

The p value of an observation Ke with respect to the test dis-
tribution [Eq. S6]—i.e., the probability to obtain a number of co-
incidences K larger or equal to the empirically observed number
Ke—is then given by

PðK ≥ KeÞ ¼ ∑
N

K�¼Ke

PðK�;N;1 − ð1 − pÞMÞ: [S9]

Application. Our record of interest spans a time period of
T ¼ 5 Ma and contains M ¼ 6 climate shifts (C events) as well
as N ¼ 2 × 18þ 1 ¼ 37 S events (note that Homo sapiens is
not extinct yet). In Fig. 2 (main text), significant shifts in African
climate (C events) are marked by the upper and lower bounds of
the gray bars spanning all data and results shown. Coincidences
with the time of species appearance and disappearance (S events)
considering a temporal tolerance of ΔT ¼ 0.1 Ma are marked by
red bars.

The C events occur at approximately 3.5, 2.95, 2.25, 1.6, 1.1,
and 0.7 Ma B.P. (Table S1), whereas the timings of all considered
S events are listed in Table S2. Given a tolerance ΔT ¼ 0.1 Ma,
we observe Ke ¼ 15 single coincidences (Fig. 2, main text). This
particular choice of the tolerance parameter ΔT is motivated by
(i) the fact that the timings of most of the considered C and S
events have been rounded to the first decimal point prior to
the analysis, and (ii) uncertainties in dating of the analyzed dust
flux records, the detected climate shifts, and hominin fossils
which can be assumed to be roughly of this order.

We now aim to quantify the significance of the observed num-
ber of coincidences Ke with respect to the null model formulated
above—i.e., assuming that both C and S events are distributed
uniformly and independently within the time interval of interest.
The null model yields an expected number of hKi ¼ 8.04 coinci-
dences with the standard deviation σðKÞ ¼ 2.51 and the empirical
observation corresponding to a p value of PðK ≥ KeÞ ¼ 0.003.
The change of p values PðK ≥ KeÞ and the observed number
of coincidences Ke with varying tolerance ΔT is shown in Fig. S2.

Discussion. Our analysis reveals that the observed number of co-
incidences is robustly significant with p values PðK ≥ KeÞ ≪ 0.05
for a range of tolerance parameters 0.05 ≤ ΔT ≤ 0.17 with re-
spect to the fully random null model (Fig. S2A). Considerably
larger ΔT do not meet the basic assumption ΔT ≪ T∕M ≪ T
any more. In this sense the analysis supports a statement like
the following: The observed coincidences between detected climate
shifts and the appearance or disappearance of hominin species are
unlikely to arise by chance. We should emphasize here that coin-
cidence alone, like correlation, does not imply causality (17). It
can only serve as a hint at a possible causal relationship.

Note that it is known that the appearance and/or disappear-
ance of different species is typically correlated. This effect is
not included in the null model but could be assessed with the help
of more sophisticated Monte Carlo simulations. The proposed
null model should be seen as the simplest possible quantitative
means to justify discussing the influence of Plio-Pleistocene cli-
mate change on hominin evolution in the first place.

The presented statistical analysis assumes that the life spans of
hominin species are approximated by the times to which their
known fossils are dated, an assumption which is also routinely
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relied upon in the reconstruction of hominin evolutionary trees
or dispersal patterns (18). Minor dating uncertainties and fossil
sampling effects are covered by the tolerance parameter ΔT.
However, as is always the case in paleontological research, new
fossil evidence may dramatically alter the current view of events
in hominin evolution summarized in Table S2 (18). Furthermore
taphonomic biases and sampling effects may play a significant
role (17). Given new evidence, the proposed statistical framework
will allow future investigators to quickly evaluate the significance
of observed coincidences between C and S events. The same is
true if the timing or number of climate shifts were to be revised.
Our null model may moreover prove useful to test and compare

other hypotheses relating changes in climate to evolutionary
events.

Finally it is important to stress that the proposed significance
test is asymmetric with respect to C and S events, which is math-
ematically expressed by the fact that Eq. S6 is asymmetric with
respect to the numbers of events M and N. Above we were con-
cerned with the clustering of S events around C events, thereby
implicitly testing for a potential causal influence of C events on
S events and not vice versa. Considering the research question
under study this assumption seems reasonable, because humans
are not thought to have had a significant influence on continental
and larger scale climate change before a few thousand years ago
(see, e.g., the early anthropogenic hypothesis (19)).
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Fig. S1. Schematic representation of C events (black vertical lines) and S events (blue vertical lines). Red horizontal bars of length 2ΔT centered around C
events indicate coincidences of one or more S events with one C event. This choice leads to Ke ¼ 4 coincidences in this example.
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Fig. S2. (A) P values PðK ≥ KeÞ of the (B) observed number of coincidences Ke for varying tolerance parameter ΔT. We consider the results to be significant if
the p value is smaller than the commonly chosen significance level of 0.05 (red horizontal line).

Table S1. Timing of climate shifts identified by recurrence
network analysis (seemain text) and related paleoenvironmental
change

Timing, Ma B.P. Paleoenvironmental change

3.50 Appearance of lakes in EARS
2.95 Disappearance of large lakes in EARS
2.25 Reorganization of Walker circulation (beginning)
1.60 Reorganization of Walker circulation (end)
1.10 Middle Pleistocene transition (beginning)
0.70 Middle Pleistocene transition (end)

EARS, East African Rift System.
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Table S2. Times of the appearance and disappearance of hominin species from
the known fossil record taken from ref. 20, on the basis of refs. 21–28

Species Appearance, Ma B.P. Disappearance, Ma B.P.

Ardipithecus ramidus 4.55 4.40
Australopithecus anamensis 4.20 3.90
Kenyanthropus platyops 3.55 3.45
Australopithecus afarensis 3.60 2.90
Australopithecus bahrelghazali 3.55 3.45
Australopithecus africanus 3.00 2.50
Australopithecus garhi 2.55 2.50
Paranthropus aethiopicus 2.50 2.30
Paranthropus boisei 2.30 1.40
Homo habilis 2.30 1.60
Homo rudolfensis 2.30 1.60
Paranthropus robustus 1.90 1.10
Homo ergaster 1.90 1.00
Homo erectus 1.90 0.30
Homo antecessor 0.90 0.70
Homo heidelbergensis 0.60 0.10
Homo neanderthalensis 0.30 0.05
Homo floresiensis 0.10 0.05
Homo sapiens 0.16 -

The timing of most of these evolutionary S events has been rounded to the first
decimal point.
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