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Understanding the influence of climate change and population pressure on human con-
flict remains a critically important topic in the social sciences. Long-term records that
evaluate these dynamics across multiple centuries and outside the range of modern
climatic variation are especially capable of elucidating the relative effect of—and the
interaction between—climate and demography. This is crucial given that climate
change may structure population growth and carrying capacity, while both climate and
population influence per capita resource availability. This study couples paleoclimatic
and demographic data with osteological evaluations of lethal trauma from 149 directly
accelerator mass spectrometry 14C-dated individuals from the Nasca highland region of
Peru. Multiple local and supraregional precipitation proxies are combined with a
summed probability distribution of 149 14C dates to estimate population dynamics
during a 700-y study window. Counter to previous findings, our analysis reveals a pre-
cipitous increase in violent deaths associated with a period of productive and stable
climate, but volatile population dynamics. We conclude that favorable local climate
conditions fostered population growth that put pressure on the marginal and highly
circumscribed resource base, resulting in violent resource competition that manifested
in over 450 y of internecine warfare. These findings help support a general theory
of intergroup violence, indicating that relative resource scarcity—whether driven
by reduced resource abundance or increased competition—can lead to violence in
subsistence societies when the outcome is lower per capita resource availability.
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The influence of climate change and population pressure on violence and social insta-
bility remains a critically important topic in archaeology and the broader social scien-
ces. Yet, the majority of studies on this topic focus on the last century, when climatic
conditions were relatively stable (1–5). Modeled projections of anthropogenic change
suggest that climate regimes will become increasingly volatile with prolonged droughts
in the coming decades (6, 7), making studies of past human responses to climate across
a greater range of variation all the more vital. To predict likely responses, studies that
systematically quantify the relative effect of competing variables among prehistoric pop-
ulations are necessary, but remain limited. Importantly, both climatic and demographic
factors have been shown to influence the frequency and severity of human violence
(8–13). The interaction between climate and demography further amplifies these
dynamics, as climate change may structure population growth rates and carrying capac-
ity (14–16), and both climatic change and population fluctuations influence per capita
resource availability (17, 18). As such, understanding the manners in which climate
and demographically driven competition interact to increase or decrease warfare
remains a difficult and essential task.
Archaeology can provide insight into the effects of climate and demographic change

on human conflict over large time scales and during periods of greater climate extremes
relative to the 20th century (4, 19, 20). Here, we investigate these effects during a 700-
y temporal window (750 to 1450 Common Era [CE]) in the Nasca region, located in
the central Andean highlands (Fig. 1), where groups experienced decades-long drought,
unpredictable precipitation, unstable population dynamics, and chronic warfare
(21–25). This study couples paleoclimatic and demographic data with osteological
evaluations of lethal trauma from 149 directly accelerator mass spectrometry (AMS)
δ14C-dated individuals from the Nasca highlands of Peru. Multiple local (26) and
supraregional (23, 27) precipitation proxies are combined with a summed probability
distribution of the AMS δ14C dates for estimating population dynamics during the
700-y study window. Our goal is to 1) provide a high-resolution characterization of
the long-term regional trends in lethal violence and 2) assess how population estimates
and paleoclimate data correlate with variation in lethal violence.

Significance

Warfare and homicide are
pervasive features of the human
experience, yet scholars struggle
to understand the conditions that
promote violence. Climate and
conflict research has revealed
many linkages between climate
change and human violence;
however, studies often produce
contrary findings, and the driving
mechanisms remain difficult to
identify. We suggest a solution is
to identify conditions producing
resource scarcity, which are
necessarily a combination of
climate and population dynamics.
We examine patterns of lethal
violence in the Prehispanic Andes
and find that favorable climate
conditions fostered rapid
population growth within a
circumscribed landscape, resulting
in chronic warfare. Our work
suggests that an increasingly
unstable climate may promote
future violence, where favorable
climate regimes incentivize
population growth and attendant
resource strain.
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Predictions

Theory from population and evolutionary ecology suggests that
violence among sedentary, delayed-return societies (e.g., agri-
culturalists) will yield high payoffs where local resources are
scarce and/or unevenly distributed and the costs of theft are
high (18, 28, 29). Thus, environments with abundant, homo-
geneous resources should promote violence aversion and a
higher threshold of tolerated theft (29–32), while environments
with scarce, clustered resources should promote resource com-
petition, strong theft-prevention measures, and violence-prone
economic strategies (28–30, 33, 34). As both climate and
demography structure per capita resource availability, we expect
that rates of lethal aggression should be higher when climate
reduces resource availability, such as through drought, and
where population density increases interpersonal competition.
We make several alternative, but related, predictions to evaluate
if climate, demography, or their interaction is the most influen-
tial driver of variation in lethal violence. Rates of violence
will be highest when individuals experience: persistent periods
of drought (Prediction 1 [P1]) or high local competition due
to increased population densities (P2). Alternatively, these
conditions may be dependent on one another, such that inter-
personal violence increases only when population-induced com-
petition is driven by productive climate conditions, such as
high rainfall (P3), or drought conditions hit populations
already living at high densities (P4). These four predictions are
related in their expectation that a key driving mechanism of
violence is resource scarcity, though they differ in whether the
causal mechanism is predominantly climate, population den-
sity, or the interaction of the two.
We test these predictions using generalized linear models

(GLMs) and piecewise structural equation models (pSEMs) to
evaluate correlations between a time-averaged measure of peri-
mortem trauma, local pollen precipitation proxies from the
Cerro Llamoca peatland core, a supraregional δ18O precipita-
tion proxy from the Quelccaya ice cap, temporally lagged
supraregional δ18O values, and a local population growth esti-
mate (description in Materials and Methods and data trends
in Fig. 2).

Regional Background

The Nasca highland region in the central Andes is a highly
bounded area roughly 2,500 m above the modern city of Nasca,
Peru (Fig. 1). Straddling the coastal and sierra ecologies, its deep
and narrow river valleys are the definition of ecological circum-
scription (35), with fast-flowing rivers and well-defined, but lim-
ited, patches of open terrain, on which to build the terraces and
canals that are necessary for agricultural production. The neigh-
boring high grasslands, or “Puna,” is suitable for herding, but
cannot be intensively cultivated due to inadequate precipitation
for dry farming and runoff for irrigation. Prior to the Late Inter-
mediate Period (LIP; 950 to 1450 CE), the region was largely
unoccupied. Starting in the LIP, the region received a large influx
of agropastoral groups that constructed fortified hilltop settle-
ments known locally as “pukara” (hillforts) throughout the
region’s narrow river valleys. The region’s agricultural patches and
residential sites are densely clustered, with nearest intraregional
neighbors averaging only several kilometers distant. Surrounding
populations outside of the Nasca highlands are, however, dozens
of kilometers away in any direction, creating a buffer zone
between the Nasca highlands and neighboring population centers.

W.C.M. recorded 19 LIP residential sites and associated ceme-
teries located throughout the region’s river valleys (25, 36). Each
of the settlements was permanently occupied, as evidenced by
dense housing clusters and middens. Either within or immedi-
ately adjacent to the hillforts are cemeteries consisting of several
dozen to several hundred artificially constructed tombs known as
“chullpa.” Each tomb contains the remains of up to several dozen
individuals, along with associated mortuary goods. Each interred
individual was at one time a desiccated bundle wrapped in a cot-
ton shroud and placed in tight clusters on the ground surface.
Excavations at these tombs by W.C.M. in 2019 produced the
human skeletal materials used in this paper.

Results

As shown in Table 1 and Fig. 3, the bivariate model of local cli-
mate (% Poaceae) shows significant (P < 0.05) positive covari-
ance with lethal violence, whereby violence increases during
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Fig. 1. The Nasca highland region.
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periods of higher precipitation, which does not support P1 for
local climate. Bivariate models reveal no significant relation-
ships between lethal violence and supraregional climate,

including the 25-, 50-, and 100-y lags, also not supporting P1
for supraregional climate. Because the bivariate models compar-
ing supraregional climate to violence or significant positive

Fig. 2. Smoothed climate trends, population estimate, and time-averaged peri-mortem trauma (Materials and Methods) over the study period. (A) Supraregional
climate proxy Quelccaya ice cap δ18O values. (B and C) The local climate proxies are Cerro Llamoca Mn/Fe ratios (B) and Cerro Llamoca Poaceae percentages (C).
(D and E) The population estimate is the SPD (D), and E is the time-averaged peri-mortem trauma. Colored bars indicate chronological phases: green, Middle
Horizon; light blue, early LIP; medium blue, middle LIP; dark blue, late LIP. Cal, calendar.
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covariance with population density (summed probability distri-
bution [SPD]) reveal relatively flat slopes and P values greater
than 0.05 (Table 1 and Fig. 3), we do not perform further mul-
tivariate or structural equation modeling with these variables.
The proportion of individuals suffering from lethal trauma

has an SPD, with higher rates of violence occurring during
population peaks, supporting P2. There is, however, some
structure in the residuals likely due to residual temporal auto-
correlation (TAC).
The pSEMs comparing local precipitation (% Poaceae) and

population density (SPD) with lethal violence find a significant
direct effect of population density and a significant indirect effect
of climate that is entirely mediated through population density,
supporting P3, with productive climate conditions correlated
with population pressure and resultant lethal violence (Fig. 4).
A multivariate model was generated to test if droughts only

induce violence when population densities are high by including
an interaction term between the SPD and % Poaceae predictor
variables and results in nonsignificant terms (Table 1), thus fail-
ing to support P4. To summarize, model results best support P3,
provide support for P2, and provide no support for P1 and P4.

Discussion

Comparisons of lethal violence to paleoclimate and demographic
conditions over a 700-y period in the Nasca highlands reveal a
significant relationship between productive climate conditions
and demographically induced resource competition and warfare.
The positive correlation between local precipitation and violence
in the Nasca highlands differs from many prior studies that show
a link between drought and conflict (e.g., refs. 20 and 37–39).
Yet, our findings make sense when examining the dynamics
between climate, demography, and violence. Specifically, our
results show a cascade effect from climate to demography and
lethal conflict, whereby improving climatic conditions foster in
situ growth and/or in-migration that result in resource stress and
violent competition. This process was especially intense in the cir-
cumscribed Nasca highlands, where the forced removal from a
resource patch or production area would have resulted in severe
resource strain. Overall, results suggest a demographic threshold,
above which competition over scarce, circumscribed resources
promotes lethal violence. These results align with previous work
in population ecology, which shows that density-dependent
reductions in resource availability lead to increasing competition

(40, 41). Whether population growth was the result of improving
conditions fostering increased in situ fertility or exogenous migra-
tion is currently unknown; however, genetic and archaeological
research in the Palpa region immediately adjacent to the Nasca
highlands finds evidence for populations migrating into the local
area from the sierra regions to the east during the LIP (22), open-
ing the possibility that a similar process may have occurred in the
Nasca highlands.

Despite the significant model fits, there remains unexplained
variation, most notably in the escalation in peri-mortem trauma
in the mid-LIP when population was low and the persistently
high rates of violence in the late LIP while population density
was declining. Below, we explore several possible explanations
to account for this residual variation.

The initial rise in lethal conflict during the middle LIP when
the population was growing slowly was likely the result of two
factors. First, increased violence may be due to the emergence
of an ideal despotic distribution (41–43) resulting from compe-
tition over the limited and circumscribed arable land during
regional colonization phases. The region was first occupied by
large populations starting in the LIP that distributed themselves
among fortified hilltop villages (36). Along with variability in
local environmental quality, early migrants likely territorialized
high-ranking patches and pushed incoming groups to increas-
ingly marginal areas. If established and incoming groups were
equally formidable (i.e., similar coalition strengths), the result
may have been territorial contests ending in lethal aggression.
Indeed, rates of lethal violence first climbed during an interval
of reduced precipitation that would have increased the payoffs
for acquiring high-ranking patches better suited for farming.
Second, lethal violence emerges circa 1000 CE, coinciding with
the collapse of the Wari empire, which spread out of the Aya-
cucho basin to control much of the central Andes during the
Middle Horizon (500 to 1000 CE) (44). While existing evi-
dence suggests that the Wari abandoned the Nasca region prior
to their collapse (45, 46), we cannot yet rule out the effects of
imperial disintegration on rates of Nasca highland violence or
the prospect that local population increase was partially the
result of out-migrations from the Wari core in the Ayacucho
basin, which itself may be related to local drought conditions.
Cross-regional analysis is needed to evaluate the effect of Wari
collapse on the variable timing and severity of LIP violence.

The late LIP violence may pertain to mistrust, subsistence
constraints, frequency-dependent behavior, and/or territorial

Table 1. Summary of model results

Model type Prediction Predictor Response Est./β SE P r2l

Bivariate P1 % Poaceae Peri-mortem 0.0337 0.0151 0.0359 0.16
Bivariate P1 δ18O Peri-mortem 0.0501 0.0416 0.2290 0.00
Bivariate P1 25-y lag Peri-mortem 0.0487 0.0403 0.2270 0.00
Bivariate P1 50-y lag Peri-mortem 0.0348 0.0408 0.3940 0.00
Bivariate P1 100-y lag Peri-mortem �0.0378 0.0417 0.3650 0.00
Bivariate P2 SPD Peri-mortem 2.9774 0.6088 <0.001 0.25
Bivariate P3 % Poaceae SPD 0.0806 0.0177 0.0001 0.51
Bivariate P3 25-y Lag SPD 0.0077 0.0469 0.8690 0.04
SEM P3 SPD Peri-mortem 2.4200 1.2487 0.0650

% Poaceae Peri-mortem 0.4566 1.1035 0.6829
% Poaceae SPD 4.5526 0.9995 0.0001

SEM P3 SPD Peri-mortem 2.7766 0.9048 0.0053
% Poaceae SPD 4.5526 0.9995 0.0001

Multivariate P4 SPD * % Poaceae Peri-mortem �0.1588 0.1569 0.3227 0.29

Values in pSEM models are centered at their mean and scaled by their SD to facilitate relative comparisons. Est., estimate.
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defense. Mistrust ensues between populations at war, particu-
larly those experiencing resource scarcity (47). Populations
living in low-productivity environments (like the Nasca high-
lands) tend to require large territories and high mobility to
obtain sufficient resources, resulting in intergroup uncertainty

regarding territorial boundaries (48). Individuals operating in
low-resource-abundance environments, where mistrust is high,
may have less information about their neighbor’s willingness to
punish poachers or trespassers, both of which may lead to
frequent violent conflict (28). High mobility and boundary

Fig. 3. Plots of bivariate GLMs comparing time-averaged peri-mortem trauma to our predictor variables: % Poaceae (local precipitation proxy) in blue; δ18O
ratio (supraregional precipitation proxy) along with the 25-y, 50-y, and 100-y lags of the supraregional δ18O ratios in red; and the SPD (population estimate)
in gold. The bottom plot compares % Poaceae to the SPD in green. Black ticks denote observations.
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uncertainty may also result in ecological constraints on
violence-avoidance tactics, as large, formidable groups must dis-
perse into smaller, more vulnerable parties to obtain sufficient
resources (49–51). Further, frequency-dependent strategies may
come into play, particularly if initial violent adaptive strategies
for resource competition later transition into reputational con-
tests that can yield status benefits, even when resources are not
procured. Lastly, it is possible that the escalation in lethal vio-
lence toward the end of the LIP is a response to Inka invasion,
which occurred sometime toward the middle of the 15th cen-
tury. To summarize, mistrust, misinformation, the inefficacy of
defensive strategies, frequency-dependent behaviors, and Inka
invasion may have perpetuated warfare in the Nasca highlands,
even after population pressure declined.

Conclusion

This study assesses the impact of climatic and demographic change
on rates of lethal violence in the central Andean region of the
Nasca highlands over a 700-y period. Of the various hypotheses
proposed to explain the coupled impact of climate and demogra-
phy on violence, our results support the prediction that improving
local climate conditions fostered in situ population growth and/or
in-migration that put pressure on the marginal and highly
circumscribed resource base. The resulting resource competition
promoted intense violence that manifested in over 450 y of inter-
necine warfare. These results suggest that local climate is a signifi-
cant factor in escalating violence, as others have suggested (1–5,
20), but it is mediated by population density. This mediated
relationship suggests that, counterintuitively, ameliorating climate
conditions may produce societal instability by promoting rapid
population expansion and increased resource strain, particularly in
circumscribed areas. Importantly, this complements the growing
literature on how drought can induce scarcity-driven violence (13,
20, 52) by showing that the opposite environmental conditions
can also lead to violence when improving productivity increases
local populations and, therefore, local competition. These findings
help support a general theory of intergroup violence, indicating
that relative resource scarcity—whether driven by reduced resource
abundance or increased competition—can lead to violence in

subsistence societies when the outcome is lower per capita resource
availability.

Further investigations on how climate change and demo-
graphic pressure influence the frequency and severity of human
violence are crucial both within the archaeological past and for
forecasting future violence. While studies that forecast violence
often focus on drought (20, 53, 54), our work suggests that
increasingly unstable climates may promote future violence in
regions where favorable climate regimes drive rapid population
growth and attendant resource strain. We contend that future
research on this topic will benefit from the inclusion of both
climate and demographic variables to more fully articulate the
relationships between climate change, population pressure,
resource availability, and human conflict.

Materials and Methods

Osteology. In 2019, W.C.M. excavated a sample of 325 crania from Nasca high-
lands tombs. Of this sample, 270 crania were sufficiently intact for peri-mortem
trauma analysis, and a subsample of 149 crania were directly dated (dataset in
SI Appendix).* Peri-mortem fractures are diagnosed by observing radiating frac-
ture lines, homogeneity of color between the cranial surface and fracture edges,
and bone hinging at fracture margins (55, 56). For more details on the osteolog-
ical methods, see McCool et al. (25). To decrease the likelihood of sampling
bias, tombs were chosen randomly from those with a viable skeletal assemblage
and excavated to sterile from a variety of spatial contexts throughout the study
region. Tombs exhibit multicentury use-lives and contain a complete demo-
graphic mixture of age and sex profiles.

AMS Dating. To evaluate diachronic trends in violence, AMS radiocarbon dates
were obtained for 149 crania that were excavated from tombs throughout the
study region. Bone collagen for δ14C measurement was extracted and purified
by using the modified Longin method with ultrafiltration (57) at Penn State Uni-
versity, the University of California Santa Barbara, and the University of California
Irvine, where AMS δ14C measurement was conducted. Following Ambrose (58),
only dates with C:N atomic ratios of 2.9 to 3.6 were included in the analysis.
Results were calibrated by using the rcarbon package in the R programming
environment (59) with the SHCal20 calibration curve (60).

Fig. 4. Summary of piecewise structured equation models evaluating the relative coupled impact of (% Poaceae) (A) on both human population densities
(SPD) (B) and time-averaged peri-mortem trauma (C) and of human population densities (B) on time-averaged peri-mortem trauma (C). Left shows results
that include a direct effect of climate on violence. Right shows results where the effect of climate is entirely mediated by population density. Standardized
coefficients (β) outside the triangle correspond to the model and denote P value significance using asterisks. Dashed lines denote nonsignificant relation-
ships. Colors correspond to the bivariate model fits.

*Additional details on our osteological dataset can be found in several unpublished sour-
ces that are available from the corresponding author upon request.
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Climate. The Quelccaya icecap record located in the Cordillera Vilcanota in the
high Andean sierra provides a high-resolution paleoclimate record that is sensi-
tive to the position of the Intertropical Convergence Zone and precipitation com-
ing from the Amazon basin (23, 27). Annual ice layers extending back 1,800 y
are present in this ice sheet and provide an annual climate record for the sierra
(Fig. 2A). Ice-accumulation rates and ratios of δ18O provide proxies for average
precipitation in the sierra areas, as well as variability in temperature and rainfall.
These proxies show drying conditions during the LIP with peak drought in the
sierra ∼1200 to 1250 CE and persisting until 1400 CE. In short, in the sierra
regions, the LIP was a time of extreme climatic volatility and drought, particularly
during the 13th century CE. To investigate lagged effects of supraregional cli-
mate on rates of violence, we generate 25-, 50-, and 100-y lags for the Quel-
ccaya δ18O icecap record. We test lagged effects to investigate whether drought
in the sierra (as captured by the Quelccaya icecap record) lead to out-migrations
into lower-elevation regions, such as the Nasca highlands, that put pressure on
the local resource base and fostered violent competition.

Using multiproxy records from lithic ratios in terrestrial sediment cores and pol-
len records from the Cerro Llamoca peatland in the Palpa highlands (∼50 km
from the Nasca highlands) (26), it is possible to reconstruct the local Nasca high-
land climate. Lithic data relies on manganese (Mn) and iron (Fe) content, normal-
ized to titanium (Ti), which is considered to be immobile in peat (26). Mn/Fe ratios
are considered a proxy for moisture, with increasing Fe to Mn ratios reflecting
increasing moisture (Fig. 2B). Poaceae pollen proxies moisture, with increasing
percentages indicating wetter conditions (Fig. 2C). These data show that starting
circa 700 CE and persisting until 1250 CE, the Nasca highlands experienced a
period of pronounced aridity and moisture variability, marked by low Poaceae per-
centages and increasing Fe relative to Mn. This resulted in reduced environmental
productivity and increased economic uncertainty (22, 26). Between 1250 and
1450 CE, conditions improved dramatically, with consistent humidity and precipita-
tion (26, 61). As the Cerro Llamoca peatland core contains multiple paleoclimate
proxies, it is vital that we select a representative proxy for use as the primary
predictor variable in our models. We select the percentage of Poaceae for several
reasons: First, the original authors of the study (26) rely on Poaceae as a represen-
tative marker of local climatic changes. Second, the general trends shown in the
Poaceae record of aridity from 700 to 1250 CE and wetter conditions from 1250
CE onward align with findings in multiple coastal moisture proxies (24, 62–64).
Third, the Mn/Fe ratios record contains missing (not available) values for the years
787 to 854 B.P. Fourth, Mn/Fe ratios are potentially affected by pH and water
saturation. Lastly, the Poaceae record and Mn/Fe record are strongly collinear
(r = 0.55), such that including both as predictor variables decreases model fit.
Cerro Llamoca peatland data were obtained from the National Oceanographic and
Atmospheric Administration website.

Demography. To estimate population growth, we use the 149 AMS δ14C dates
using the dates-as-data approach (65–68). The dates-as-data approach rests on the
premise that larger populations should produce and deposit greater amounts of
datable materials relative to smaller populations. This method has been increas-
ingly refined and updated since its initial application (67) and has been success-
fully used to track population histories through time and across space (66, 68, 69).
To navigate issues relating to this approach (70–72), we only use dates sampled
from human skeletal material, the number of which is not affected by activity
intensity. To estimate population changes throughout the LIP between the regions

in our sample, we use the rcarbon package (59) in the R environment to generate
an SPD on calibrated radiocarbon dates of human remains (Fig. 2D).

Quantitative Methods. The response variable (peri-mortem trauma) was time-
averaged by using the binomial measures of peri-mortem trauma and the 149
AMS δ14C distributions for each of the 700 y in the study window (Fig. 2E). All
the overlapping δ14C distributions for each time step (calendar year) had the
average taken for the binomial peri-mortem trauma values to generate a run-
ning time average of lethal violence for every calendar year in the study window.
For example, if the δ14C distributions for 25 individuals overlap the year 1200
CE, the peri-mortem trauma value (zero or one) for each of the 25 individuals
are averaged to create a time-averaged peri-mortem trauma measure for that
year (SI Appendix). This method permits the estimation of change in rates of
lethal violence for each year in the study window and provides far greater statisti-
cal power for our models. Time-averaging, however, does artificially inflate sam-
ple size with the risk that the resulting annual resolution will produce TAC.
When TAC is observed in autocorrelation function plots, we select an interval at
which to resample the data to constrain the autocorrelation to within acceptable
parameters (SI Appendix). The interval of resampled years was determined sepa-
rately for each variable based on the number of observations and the trade-off
between maximizing sample size and minimizing TAC.

To test our predictions, we fit GLMs with a binomial distribution and log link
appropriate to proportional data (time-averaged peri-mortem trauma). These
models rely on quasi-likelihood estimation to account for overdispersion. The cli-
mate and population predictor variables are in separate bivariate models and,
where appropriate, are combined in multivariate models. To determine whether
our predictor variables have mediating effects, we employ pSEM using the piece-
wiseSEM package (73) in R. pSEMs combine multiple variables into a causal
network, permitting simultaneous tests of multiple hypotheses. The pSEM tech-
nique explicitly assumes causal linkages between exogenous (predictor) and
endogenous (response) variables and can quantify both direct and indirect
effects. All analyses are conducted in the R programming environment and
language (74) (more details about our analysis are available in SI Appendix).

Data Availability. Additional details on our osteological dataset can be found
in several unpublished sources that are available from the corresponding author
upon request. All study data are included in the article and/or SI Appendix.
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