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\section{Introduction}

Continuous flow models have been employed to capture the influence of recurring breakdown (degradation) and repair (regeneration) cycles on the dynamics of discrete entities pertinent to manufacturing, communication networks, and various physical and biological systems [1–3]. These models essentially treat the movement of parts, packets, or any discrete entity in a system as a fluid flow, expressed in the form of linear or non-linear differential equations. This modeling approach facilitates a more straightforward characterization of complex system dynamic patterns, including instabilities, bifurcations, transient behaviors, and chaos [4,5], and can provide an effective balance between accuracy and speed compared to other modeling approaches (e.g., discrete-event simulation (DES) [6] and queuing network models [7,8]). Although a variety of large volumes of data, especially from plant floor information systems, are becoming available, data-driven synthesis of fluid flow models, however, has received relatively less attention, particularly in the domain of manufacturing systems. Much of the pertinent earlier work in manufacturing has focused on applying these models to gain certain crucial qualitative insights into the plant-floor and enterprise-level system characteristics [1,9–19]. Nonetheless, the following gaps remain in data-driven synthesis of fluid flow models for real-world manufacturing systems:

1. It is noteworthy that whereas most of the behaviors, such as limit cycles (periodic steady state), intermittencies, bifurcations [20] emerging due to the complex non-linear and stochastic dynamics of a manufacturing system have little role to play in conventional QN (temporal dynamics is assumed to be a stationary, usually 2nd order process) and micro-DES...
models (linearity and ergodicity assumptions can hold over such short time-scales), analysis of these behaviors is crucial for aggregate flow models. Earlier fluid flow models [9,11,15] have considered a limited set of these behaviors. A majority of the complex behaviors [21] possible in manufacturing systems remain to be investigated.

(2) The coupling between degradation and repair processes, although known to exist in many real-world operations, has not received much attention thus far. In many manufacturing systems, significant auto- and cross-correlations have been reported between time between failures (TBF) and time to repair (TTR) series. For example, the TTR and TBF for several of the machines in the manufacturing system studied in the present work exhibited significant cross- and auto-correlations (values of correlation coefficients varied over a 0.2–0.5 range). It has been noted that ignoring such dependencies in the simulations can lead to erroneous performance estimation [22,23]. Several approaches have been reported to model these correlations: generalized exponential distributions [24], bi-variate exponential distributions [25], three parameter renewal process approximation [22,26], multiple degradation states [17,18], complex repair policies [27–31], and phase-type distribution approximation [32], an indirect model based on monitoring the system performance using statistical process control [33] or a performance function [34]. However, incorporation of multimodal failure and repair time distributions, noted in the present work, has not been reported in the literature.

(3) Capturing machine breakdowns and repairs into the flow models has received some attention in the literature [35], including exponential failure and repair time distributions [36], general Markov chain or Markov process with a finite number of states [10,13,17–19,37–40], and dynamic meta-models [41]. Pertinently, machine breakdowns, if modeled as discrete events introduce sharp transitions that make the system evolution intractable. While this issue may present complexities similar to those of a DES, the tractability of simulations can be severely impeded whenever the aforementioned complex behaviors and coupled dynamics are considered in the model.

Towards surmounting these gaps, the present work addresses the derivation and analysis of fluid flow models in the form of non-linear stochastic differential equations (n-SDEs) that capture the coupled dynamics between degradation and restoration processes of complex multi-stage manufacturing systems. In particular, degradation in most of the automated assembly systems manifests as long time-scale, fairly regular process (occurring as a result of repeated, “cyclic” loading), as well as short time-scale degradations that occur in components that have steep degradation and restoration rates (short degradation and restoration cycles, such as human attention span, and component misfeeds). Knowing this coupled dynamics will provide more useful information on controlling purpose than knowing the dynamics of each process separately as other methods. It is shown that piecewise affine model structures can capture the salient non-linear dynamic behaviors such as chaos and bifurcation while having advantage of simple formulation and computation [42,43]. This class of models have also been employed to study the stability, bifurcation and other dynamic characteristics of non-linear processes, such as rig-coupled SD oscillators [42], non-smooth beams [44], gear-pair systems with backlash [45], “Reid springs” with piecewise linear, non-linear characteristics [46,47], water column oscillators in nuclear power plants [48], non-linear, bilinear, and elastoplastic oscillators [49–51], piecewise linear sampled control systems [52], degradation path of a single-unit system [53,54], and degeneration–regeneration cycles of neurons [55,56] and living cells [57–61]. In this paper, we show that the model with at most cubic constraint set on the parameters can yield (steady state) periodic solutions that can mimic a source of large time-scale breakdown and repair (equivalently, large TBF and TTR) processes (see Theorem 1 in Section 3), and closed form expressions for such large time-scale TBF and TTR can be derived in terms of the model parameters (see Theorem 2 in Section 3). This ability to capture dynamic behaviors allows for the nature of the couplings between TTR and TBF to be quantified. Short time-scale, frequent breakdown and repair processes can be captured by introducing a class of stochastic extension (see Theorem 6) to model parameters. We also investigate the local stability and the basin of attraction of these periodic orbits (Theorems 3–5). The theoretical results are validated using real-world data sets on TBF and TTR acquired from an automotive manufacturing assembly line [62]. The result suggested that the model can capture certain dynamical aspects of empirical data.

2. System description and problem formulation

The dynamic system considered for the present investigation is an assembly line segment from a leading automotive manufacturer. It consisted of 18 stations of which 16 are located in tandem. One pair of stations is located in a parallel arrangement in the assembly line. This system is a type of simple N-stage manufacturing system and is described as follows. First, the change in the length of the buffer at the downstream of the kth machine/
operation is given by \( \frac{dL_k}{dt} = u_k(t) - \nu_k(t) \) where \( u_k(t) \) is the throughput velocity of machine \( k \) and \( L_k \) is the buffer inventory level at time \( t \). Conventionally, \( u_k(t) \) is modeled using random processes \( \mu_k(t) \) and \( \nu_k(t) \) as

\[
u_k(t) = \mu_k(t) - \nu_k(t)
\]

where \( \mu_k(t) \) is the processing rate (during the up time), \( \nu_k(t) \) is the throughput rate loss due to degradation/breakdown and, typically, \( \nu_k(t) = 0 \) during downtime. Downtime in many manufacturing system operations may be attributed to the following three causes:

1. machine breakdown and repair that takes place during times 
   \[ t \in T_{\text{repair}} \]
2. starving (upstream buffer is empty) that takes place during times 
   \[ t \in T_{\text{empty}} \] and/or
3. blocking (downstream buffer is full) that takes place during times 
   \[ t \in T_{\text{full}} \], i.e.,

\[
u_k(t) = 0 \quad \text{if} \quad (L_k(t) = 0 \text{ or } L_k(t) = t^\text{max} \text{ or } t \in T_{\text{repair}})
\]

Our problem of interest is to model the operational dynamics of the status of each single machine. This model is then integrated to the whole assembly line described above to analyze the whole system. For a single manufacturing machine, there are two underlying processes involved. The first process, the degradation process, in most of the automated assembly systems manifests as long time-scale, fairly regular process (occurring as a result of repeated, “cyclic” loading), as well as short time-scale degradations that occur in components that have steep degradation and restoration rates (short degradation and restoration cycles, such as human attention span, and component misfeeds). The second process, the restoration process, can also be decomposed into a deterministic trend of regular check up or maintenance and random process involving factors such as irregular fixing when random breakdown occurs. We note that the deterministic breakdown and maintenance often take much longer TBF and TTR than the random ones.

3. Deterministic model for coupled dynamics between degradation and restoration processes of a manufacturing machine

3.1. Model description

To build the model for a single machine, we look at a sample path as shown in Fig. 1, which captures a representative long time-scale degradation–repair cycles of a manufacturing machine. Here, the restoration rate \( \dot{\rho} \) to improve the machine fluctuates around a “nominal” baseline which specifies an average effort (e.g., workforce size) employed for restoration. For simplicity of manipulation and without loss of generality, we choose that “nominal” baseline for \( \dot{\rho} \) to be 0 and adjust cumulative restoration \( \rho \) as a fluctuation about the linear trend determined by this average. The physical connotation of negative \( \dot{\rho} \) and \( \dot{\rho} \) is that their values before adjustment are below the “nominal” baseline linear trend and that set level. The downtime due to machine breakdowns is simulated as resulting from a dynamic interplay between the machine degradation condition \( \beta \) and the cumulative restoration. We note that a degradation process is often attributed to certain natural laws that have been commonly modeled as piecewise constant rate processes [54]. Real-world repair processes tend to be governed by several human–machine-interaction considerations [27–31]. For instance, as the condition starts to deteriorate, some attention and resources are expended towards maintaining and repairing the machine. The efforts are significantly ramped up as the machine condition deteriorates further and are phased out as the machine is restored (see Fig. 1). Specifically, upon restoration of machine condition to \( \beta(t) = \alpha_1 \) at \( t = T_0 \), where the machine condition is considered to have reached its peak level, the machine gradually degrades at a constant rate of \( K_1 \). As the condition degrades to \( \beta(t) = \alpha_2 \) at \( t = T_2 \), the restoration rate increases. When \( t < T_2 \), the restoration is not enough to overcome the natural degradation effects, therefore the machine condition continues to decrease and bottoms out at \( \beta(t) = \alpha_3 \). Thereafter, the machine condition starts to improve gradually at a rate of \( K_1 \) at \( t = T_3 \). The restoration rate reaches the maximum level \( \dot{\rho}(t) = \alpha_4 \) at \( t = T_5 \) and retains this value until the machine condition improves to \( \alpha_4 \) at \( t = T_7 \). At \( t = T_7 \), the restoration rate is reduced at a rate of \( K_1 \) until the restoration rate reaches its lowest level of \( \alpha_5 < 0 \) at \( t = T_9 \). As the restoration rates are phased out at \( t = T_9 \), at first the machine condition continues to increase to reach its peak level at \( t = T_8 \) and retains that value till \( t = T_{10} \) when degradation sets in to begin the next such cycle. This dynamic interplay can be captured in its simplest form using the following piecewise constant (non-linear) differential equations of the form:

\[
\frac{d\beta}{dt} = K_1 H_-(\alpha_1 - \beta)H_+(-\rho) + K_2 H_+(\beta - \alpha_2)H_-(\rho - \alpha_2)
\]  

\[
\frac{d^2\rho}{dt^2} = K_3 H_-(\rho - \alpha_3)H_+(\beta - \alpha_4) + K_4 H_+(-\rho - \alpha_3)H_-(\rho - \alpha_4)
\]

where \( \alpha_1 \gtrless \alpha_2 \) are the threshold values of the respective state variables that switch between different regimes, \( K_1 \gtrless \) denote the rates of degradation and restoration as stated in the foregoing, and \( H_-, \) represent the switching dynamics, which are defined as follows:

\[
H_-(x) = \begin{cases} 0, & x \leq 0, \\ 1, & x > 0. \end{cases} \quad H_+(x) = \begin{cases} 0, & x < 0, \\ 1, & x \geq 0. \end{cases}
\]

It may be noted that parameters such as \( K_1, K_2, \alpha_1, \alpha_2 \) have a specific physical connotation in terms of defining the degradation and restoration rates; the peak and breakdown (degraded) conditions, which may be estimated from shop floor PFS data; and the specifications of a machine operating range. For example, \( K_2 \) is synonymous with the average rate of a specific (here, the long time-scale) degradation mode. It may also be noted that higher order
differential equations with more complex forms of non-linearity may be used if the present model structures are found to be inadequate to capture the underlying dynamics. Pertinently, the foregoing affine differential equations (1), (2) admit a periodic solution as stated in the following theorem. That periodic solution can capture a recurring, major (large time-scale) mode of breakdown–restoration cycles of real-world manufacturing machine operations.

**Theorem 1.** If the following conditions hold:

\[ K_4 (\alpha_5 - \alpha_2) + K_2 (\alpha_6 - \alpha_3) \geq 0, \]  
\[ \alpha_3 (\alpha_1 - \alpha_2) + \alpha_4 (\alpha_5 - \alpha_2) \leq 0, \]  
\[ K_3 (\alpha_1 - \alpha_2) + K_1 (\alpha_6 - \alpha_3) \geq 0, \]  
\[ 2K_1 \alpha_6 (\alpha_2 - \alpha_4) + K_1 (\alpha_6^2 - \alpha_2^2) \geq 0, \]  
\[ 2K_1 (\alpha_1 - \alpha_2) \alpha_6 - K_1 (\alpha_1 - \alpha_4) \leq 0, \]  
\[ 2K_4 K_1 (\alpha_1 - \alpha_2) + K_1 (\alpha_6^2 - \alpha_1^2) \geq 0, \]  
\[ \alpha_3 < \alpha_2 < \alpha_6 < \alpha_5 < \alpha_4 < \alpha_1, \]  
\[ K_1 > K_4 > 0, \]  
\[ \alpha_3 = -K_1 \]  

the set of affine equations (1), (2) allows a periodic solution denoted by \( x(t) \) composed of 10 segments, with the period given by

\[
T = (\alpha_6 - \alpha_3) \left( \frac{2 (\alpha_6 - \alpha_3)}{2 (\alpha_6 - \alpha_3) - (\alpha_1 - \alpha_4)} \right) \left( \frac{\alpha_6 - \alpha_3}{2 (\alpha_6 - \alpha_3) - (\alpha_1 - \alpha_4)} \right)
+ (\alpha_6 - \alpha_3) \left( \frac{\alpha_1 - \alpha_2}{\alpha_6 (\alpha_6 - \alpha_3) + \alpha_2 - \alpha_1} \right) \left( \frac{\alpha_1 - \alpha_2}{\alpha_6 (\alpha_6 - \alpha_3) + \alpha_2 - \alpha_1} \right)
\]

**Proof.** See Appendix A.

**Remark 1.** All the constraints are applied to guarantee the solution follows the desired path, which is popular in practical manufacturing machine.

The constraints (3a)–(3d) may be interpreted as follows: Eq. (3a) reduces to \( \frac{\alpha_3 - \alpha_2}{\alpha_6} \leq \frac{\alpha_5 - \alpha_2}{\alpha_6} \). This means that the time it takes restoration rate \( \rho \) to reach its maximum value must be smaller than the time for the system state \( \beta \) to degrade from its peak to the lowest state. Similarly, Eq. (3c) implies that the time it takes \( \rho \) to reach its lowest value from its peak value should be less than the time for the system state \( \beta \) to reach the maximum state from the restoration relaxing state.

From (3b) it follows that the state at which the acceleration of the cumulative restoration \( p(t) \) should be initiated is bounded as \( \alpha_3 \leq \frac{\alpha_5 - \alpha_2}{\alpha_6 - \alpha_3} \frac{\alpha_5}{\alpha_5 - \alpha_2} \). From (3d) it follows that the state at which the restoration should be reduced is bounded as \( \alpha_3 \geq \frac{\alpha_5 - \alpha_2}{\alpha_6 - \alpha_3} \frac{\alpha_5}{\alpha_5 - \alpha_2} \). And Eq. (3b) defines the highest rate for relaxing the restoration rate \( \rho(t) \) in terms of the highest effective restoration rate \( \rho(t) \).

**Theorem 2.** When the antecedents of Theorem 1 hold, time to failure (TTF), TTR, and availability (A) are given by the following expressions:

\[
TTF = \frac{\alpha_5 - \alpha_2}{K_2} + \left( \frac{1 - \alpha_6}{\alpha_3} \right) \left( \frac{\alpha_5 - \alpha_2}{\alpha_6 - \alpha_3} - \frac{\alpha_5 - \alpha_2}{2K_3} \right)
\]

\[
TTR = \frac{2K_4 \alpha_3}{\alpha_2 - \alpha_4} + \frac{K_5 (\alpha_5 - \alpha_2)}{K_2 \alpha_3}
\]

\[
A = \frac{K_4 (2K_3 \alpha_6 - \alpha_3 \alpha_2 + K_2 (\alpha_5 - \alpha_2) \alpha_6)}{2K_3 (\alpha_2 - \alpha_4) (\alpha_5 - \alpha_2) \alpha_6}
\]

\[
\left( K_3 \alpha_6 + 2K_2 \alpha_3 + K_2 \alpha_2 \right) - \left( 2K_2 \alpha_3 + K_1 \alpha_6 \alpha_5 - \alpha_5 \right)
\]

\[
K_2 \alpha_3 \alpha_6 - 2K_2 \alpha_3 K_2 \alpha_6 (\alpha_5 - \alpha_2) \alpha_6 + 2K_2 \alpha_3 (K_2 \alpha_5 - \alpha_1) + K_2 \alpha_6
\]

\[
+ K_1 \alpha_6 (K_2 \alpha_5 - \alpha_1)^2
\]

\[
+ K_3 \alpha_6 (2K_2 \alpha_3 (\alpha_2 - \alpha_5) + K_2 \alpha_6))^{-1}
\]

**Proof.** See Appendix B.

**Remark 2.** The following interpretations may be forwarded on how the model parameters influence machine performance characteristics: From (6) it follows that TTR will decrease if \( \alpha_5 \), the limiting value of \( \rho \), decreases (which causes \( \frac{\alpha_5 - \alpha_2}{\alpha_5 - \alpha_2} \) to decrease), or \( \alpha_5 - \alpha_2 \) increases (which causes \( \frac{\alpha_5 - \alpha_2}{\alpha_5 - \alpha_2} \) to increase). Note that \( \alpha_5 - \alpha_2 \) increases if \( \alpha_5 \) increases (i.e., we start the restoration process sooner relative to the most degraded state \( \alpha_2 \) or \( \alpha_5 \) decreases (i.e., the machine has a very low degraded state).

From (5) it follows that TTF will increase if any of the following conditions hold: (i) the range of operating states of a machine \( \alpha_1 - \alpha_2 \) increases or the effective degradation rate \( -K_3 \) decreases; (ii) the state of the machine at which the restoration rate reduces, \( \alpha_4 \) increases or the maximum effective restoration rate, \( K_4 \), decreases; (iii) the range of restoration rate \( \alpha_6 - \alpha_3 \) increases, and the maximum restoration rate \( \alpha_6 \) and the peak restoration reduction rate \( \alpha_3 \) increase. Note that the last two situations imply that \( \frac{\alpha_5 - \alpha_2}{\alpha_5 - \alpha_2} \frac{\alpha_6}{\alpha_5 - \alpha_2} \) increases.

The availability, A, increases if TTR does not increase as TTF increases. For example, when \( -K_4 \), the restoration acceleration decreases (with other parameters unchanged), and TTF increases, with TTR remaining unchanged. This leads to an increase in A.

3.2. Stability characteristic

This section is devoted to studying the dynamics behavior including basin of attraction and the stability condition of the solution [63]. Here, the stability of the periodic orbits of such piecewise affine models is defined in terms of the eigenvalues of the Jacobian matrix of a Poincare’s map, referred to as a trajectory sensitivity matrix [64]. Stability, at least local, of the periodic solutions is necessary to ensure that the numerical solutions converge over time, at a well-defined mixing rate, with the theoretical steady state periodic orbits. We also provide an expression for the basin of attraction, which can help quantify the robustness of the periodic solution to finite perturbations. The larger the basin of attraction, the more robust are the steady simulation outputs to numerical imprecision and other perturbations. To simplify the model and put it into the general setting of the control theory, (1), (2) can be written in the following piecewise affine form:

\[
x = A x + B_i
\]

where \( x \in (\beta, \rho, \rho)^T \), \( A_i = (a_{mn})_{3 \times 3}, i \in \{1, \ldots, 10\} \) such that

\[
a_{mm} = \begin{cases} 1 & \text{if } (m, n) = (2, 3), \\ 0 & \text{otherwise} \end{cases}
\]

and \( B_i = (b_{i2}, 0, b_{i2})^T \), with \( b_{i2} \in \{K_1, K_2, K_1 + K_2, 0\} \), \( b_{i2} \in \{K_1, K_4, K_1 + K_4, 0\} \). The switching surfaces are 2-dimensional hyperplanes of the form \( S_i = \{x | C_i x = d_i\}, i \in \{1, \ldots, 10\} \) with \( C_i \)'s given by

\[
C_1 = C_2 = C_4 = C_6 = C_7 = C_8 = (1 0 0),
\]

\[
C_3 = C_9 = (0 0 1), \quad C_5 = C_{10} = (0 1 0).
\]

The switching dynamics of the periodic solution (dotted line) stated in Theorem 1 is depicted in Fig. 2a. Let us denote by \( x_i^p(t), i = 1 \ldots 10, \) the segments of a periodic trajectory that starts at \( x_i^p(T_i) \in S_i \) and ends at \( x_i^p(T_{i+1}) \in S_{i+1}, i = 1 \ldots 9 \). Let us denote by \( A \) the Poincare map of points in a small neighborhood \( B(x_i^p) \) of \( x_i^p(T_i) \) in \( S_i \), i.e., \( A : B(x_i^p) \to S_{i+1} \). For such a class of hybrid systems, the Lyapunov theory or Poincare maps [65] are the chief means to investigate stability. The following sufficient condition for the local stability of the periodic solution (limit cycle) follows from this construct.
Remark 3. Eq. (11) implies that initial degradation state $\rho_0$ is bounded between starting restoration state $\alpha_5$ and relaxing restoration state $\alpha_4$; the initial cumulative restoration $\rho_0$ and the restoration rate $\rho_0$ are negative, and $\rho_0$ and $\rho_0$ must fulfill the quadratic constraint (11b).

The basin of attraction may also be derived from combining basins of attraction on all switching surfaces [64]. The basin of attraction (composed of the 4 shaded regions and the bold lines) specified in the following theorem are depicted in Fig. 2b.

Theorem 5. The trajectories that start from the following specified regions on the switching surfaces converge to the limit cycle $x^*(t)$ defined in Theorem 1:

On $S_1$: $\rho_0 = \alpha_1$, $\rho_0 \leq \max \left\{ 0, \frac{\rho_0(\alpha_4 - \alpha_1) + \alpha_1(\alpha_3 - \alpha_2)}{K_2} \right\}$.

On $S_2$: $\max \left\{ \frac{K_3(\alpha_3 - \alpha_1)}{2K_4}, \alpha_1, \alpha_2 \right\} \leq \rho_0 < \alpha_6$, $\rho_0 \leq \alpha_5 + 2K_4\rho_0$.

On $S_3$: $\alpha_2 < \beta_0$, $\alpha_6(\alpha_2 + 2K_4\rho_0)$.

On $S_4$: \( |\rho_0| < 0, \rho_0 = \alpha_5 \) or \( \rho_0 < 0, \rho_0 = -\frac{\alpha_5(\alpha_1 - \alpha_4 + \alpha_6)}{K_2} \).

On $S_5$: $\rho_0 < \alpha_6$, $\min \left\{ \alpha_5, \frac{K_3(\alpha_4 - \alpha_1)}{2K_4}, \alpha_1, \frac{\alpha_1(\alpha_3 - \alpha_2)}{2K_4} + \alpha_4 \right\} \geq \beta_0 \geq \alpha_2$.

On $S_6$: \( K_3(\alpha_1 - \alpha_4)^2 + 2\rho_0K_3(\alpha_1 - \alpha_4) + 2\rho_0K_3 > 0 \).

On $S_7$: $\rho_0 \geq 0, \rho_0 = \alpha_1$ or $\rho_0 \geq 0, \rho_0 = -\frac{\alpha_5(\alpha_1 - \alpha_4 + \alpha_6)}{K_2}$.

On $S_9$: $\rho_0 > 0, \alpha_3 < \rho_0 \leq \alpha_6, \rho_0 > 2K_4\rho_0 < \rho_0^*.$

On $S_{10}$: $|\rho_0| > 0, \rho_0 = \alpha_5 \alpha_3 \alpha_2 \geq \beta_0 > \max (\alpha_4 + \frac{K_3(\alpha_4 - \alpha_1)}{2K_4}, \alpha_1, \frac{\alpha_1(\alpha_3 - \alpha_2)}{2K_4} + \alpha_4 + \frac{1}{\alpha_5} + \alpha_3(\alpha_3 - \alpha_2))$.  

Proof. See Appendix E.

Remark 4. Note that all the constraints used to bound the basin of attraction on each switching surface are added to sufficiently guarantee that the switching order of the periodic solution of Eqs. (11, 2) is maintained. As a consequence, the system returns to a point on $x^*(t)$. Thus, the system is stable.
This result is part of the proof represented in Appendix E.

4. Stochastic model for modeling short time breakdown and repair of a single machine and the multimodal distribution

In this section, we will extend the model in (1), (2) to include the effects of minor breakdowns that happen in short time scale by introducing a stochastic form of \( \alpha_2 \) and \( K_2 \). As shown in Fig. 6b, data collected in this study exhibits a multimodal distribution. The right mode presents major breakdowns that happen in long time-scale and can be modeled by the deterministic model in Section 3. The left mode presents minor breakdowns happen randomly in short time scale and will be considered in this section. For the following theorem, we consider the system in one period, i.e., \( \alpha \leq t \leq T \).

**Theorem 6.** If antecedents of Theorem 1 hold and \( \alpha_2 \) and \( K_2 \) are as follows:

\[
\alpha_2(t) = \begin{cases} 
\alpha_2^1 - \gamma(t) + \frac{\dot{\nu}}{\nu_1} K_2^1 H_+ (\gamma(\tau)) \, d\tau & \text{if } T_4 \leq t < T_5 - \varepsilon \, (12a) \\
\alpha_2^2 - \varepsilon K_2 & \text{if } T_5 - \varepsilon \leq t \leq T_5 \, (12b) \\
\alpha_2^2 & \text{otherwise} \, (12c)
\end{cases}
\]

\[
K_2(t) = \begin{cases} 
K_2 & \text{if } T_5 - \varepsilon \leq t < T_5 \, (14a) \\
K_2 & \text{otherwise} \, (14b)
\end{cases}
\]

where \( 0 < \varepsilon < T_5 - T_4 \), then \( TBF \) and \( TTR \) in this period exhibit right skewed distributions with skewness in the range of 1.4–2. Here, \( \gamma(t) \) is a random process whose time intervals between successive zero-crossings follow exponential distribution with rate \( \nu \); \( \alpha_2^1, K_2^1 \) are the values, respectively, of \( \alpha_2 \) and \( K_2 \) in the deterministic model (1), (2); and \( T_4 = \frac{\varepsilon (\alpha_2^2 - \alpha_2^1)}{\alpha_2^2 - \alpha_2^1} \), \( T_5 = \frac{\varepsilon K_2 + \alpha_2^2 (\alpha_2^1 - \alpha_2^2) + K_2 \alpha_2^1 + \alpha_2^2 \dot{\nu}}{2\nu} \).

**Proof.** See Appendix F for the proof and a sample path of the solution in this case.

Note that in this case, \( TTR \) is the time interval between a zero up-crossing and the next zero down-crossing, and \( TBF \) is the time interval between 2 consecutive zero down crossings of \( \beta(t) - \alpha_2(t) \).

The following result shows that our model can capture the multimodal characteristic of \( TBF \).

**Corollary 1.** Model (1), (2) with \( \alpha_2, K_2 \) as proposed in (12), (14) when \( t \leq T \) and \( \alpha_2(t) = \alpha_2(t \mod T) \) when \( t \geq T \) can generate \( TBF \) that exhibit a multimodal distribution.

**Proof.** See Appendix G.

5. Numerical validation

In this section, we report 2 case studies. The data sets employed in these case studies contain TBFs and TTRs collected from manufacturing machines of an assembly line of a leading automobile manufacturer. The first study assesses how well the model parameters estimated based on the foregoing theoretical results can capture the distribution of TBF and TTR of each machine in an assembly line. The second case study evaluates the extent to which the model, with parameters “optimally” estimated using a genetic algorithm [66], can be used to simulate the dynamics of the whole assembly line.

### 5.1. Performance of the model when applying to a single machine

First, we investigated the distributions of TBF from real world data over short time scales, i.e. \( TBF < 10 \) min. As shown in Fig. 3a, the data exhibit a highly right skewed distribution over the short time-scales. The estimated parameters \( \hat{\nu} \) of the exponential distribution models of the short time-scale TBF distribution of various manufacturing machines \( l = 1, 2, \ldots, 14 \) (see Table 1) suggest that for most machines, the \( R^2 \) for the exponential fit is high, around 90%, and the standard deviation is about 10% of the estimates in many cases. This result implies that \( \ln(1 - F(TBF)) \) trends linearly with TBF values, and short-term TBF and TTR can therefore be approximated using an exponential distribution.

Second, we compared the distributions of short time-scale TBF and TTR from the data vs. those generated from the model for the 14 machines of the assembly line. For each machine, the model (1), (2) was parametrized with the value estimated in Table 1, and those values that meet the antecedents of Theorem 3 and the perturbations specified in (12), (13) to mimic the degradation dynamics (e.g., \( \hat{\nu} = 0.276 \) for Machine 6) and \( \varepsilon \approx 0.001 \). The model with these parameter settings was used to simulate a 600 min long operation of an assembly segment with step size set at 0.01 min. The simulations were replicated 20 times. The closeness of the distributions of model-derived successive zero-crossing \( (\alpha_2, K_2) \) intervals (mimicking TTR) to exponential distribution, \( \exp(\nu) \), for each machine was assessed using a Kolmogorov–Smirnov (KS) test. Parenthetically, the KS statistic, \( \chi \), is the maximum difference between empirical cdf \( F(TBF) \) and the cdf of \( \exp(\nu) \). The results suggest that the short time-scale TTR from simulations for machine \( k \) are statistically indistinguishable from an exponential distribution \( \exp(\nu) \) (median \( p \)-value of about 0.6).

### Table 1

<table>
<thead>
<tr>
<th>MC</th>
<th>( \dot{\nu} )</th>
<th>( R^2 )</th>
<th>( \sigma(\dot{\nu}) )</th>
<th>MC</th>
<th>( \dot{\nu} )</th>
<th>( R^2 )</th>
<th>( \sigma(\dot{\nu}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.23</td>
<td>0.93</td>
<td>12.68</td>
<td>6</td>
<td>0.23</td>
<td>0.93</td>
<td>17.19</td>
</tr>
<tr>
<td>2</td>
<td>0.30</td>
<td>0.95</td>
<td>9.79</td>
<td>7</td>
<td>0.28</td>
<td>0.97</td>
<td>8.24</td>
</tr>
<tr>
<td>3</td>
<td>0.28</td>
<td>0.97</td>
<td>8.24</td>
<td>8</td>
<td>0.30</td>
<td>0.88</td>
<td>15.95</td>
</tr>
<tr>
<td>4</td>
<td>0.29</td>
<td>0.89</td>
<td>16.15</td>
<td>9</td>
<td>0.32</td>
<td>0.83</td>
<td>18.86</td>
</tr>
<tr>
<td>5</td>
<td>0.22</td>
<td>0.84</td>
<td>24.70</td>
<td>10</td>
<td>0.31</td>
<td>0.95</td>
<td>10.43</td>
</tr>
<tr>
<td>6</td>
<td>0.32</td>
<td>0.88</td>
<td>19.34</td>
<td>11</td>
<td>0.28</td>
<td>0.97</td>
<td>17.03</td>
</tr>
<tr>
<td>7</td>
<td>0.30</td>
<td>0.70</td>
<td>27.23</td>
<td>12</td>
<td>0.32</td>
<td>0.88</td>
<td>15.95</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of histograms of TBF data from a real-world manufacturing assembly machine (station) (a) with that from simulations (b).
Third, we ran simulations to verify the similarity of overall distributions of simulated vs. actual TBF and TTR. We set the simulation time span to 6000 min and the step size to 0.001 min. As evident from Fig. 3 and statistical tests, the histograms of model-generated TBF and TTR for a machine hold a distinct similarity to those from real-world data in that (a) both show a very similar right skewed distribution over short times and (b) the second mode occurs in the same vicinity (here, TBF = 1800 min), but the real-world data shows larger dispersion compared to the model-generated distribution.

5.2. Performance of the model when integrating to whole assembly line

In this case study, we applied the foregoing modeling approach to capture the dynamics of machine breakdowns as well as their effect on the throughput in an automotive manufacturing assembly line segment.

As mentioned above, flow modeling approaches have traditionally been used for qualitative analysis of system dynamics and not for real-time performance estimation. Discontinuities in flow caused by blocking, starving, and breakdown events adversely affect the performance of integration routines used to solve the model, and often cause the numerical solution procedures to become unstable. To overcome this drawback, the Heaviside function was replaced by sigmoid function theory [57, 68]. Note that the rationale for this replacement is that sigmoidal functions $\text{sgm}(w(x)) = \frac{1}{1 + e^{-w(x)}}$ can approximate the Heaviside functions $H_+ (x)$ and improve the efficiency of numerical simulation. It may also be noted that when $w$ gets large enough, we have

$$\lim_{w \to \infty} \text{sgm}(w(x)) = H_+(x)$$

Therefore, we can derive approximated vector flow fields that pose fewer numerical instability issues and to facilitate faster simulation of system dynamics. For example, the time taken to generate the solutions shown in Fig. 1 for degradation dynamics decreased 2146 times with the use of sigmoidal functions. By using the sigmoid function of the form $\text{sgm}(x) = \frac{1}{1 + e^{-x}}$, the coupled dynamics of degradation and restoration (1), (2) may be rewritten as

$$\frac{dp}{dt} = K_1 \text{sgm}(w_1(\alpha_1 - \beta)\text{sgm}(w_2p)) + K_2 \text{sgm}(w_3) \text{sgm}(w_4(\beta - \alpha_2))$$

$$\frac{dp}{dt} = K_1 \text{sgm}(w_1(\beta - \alpha_1)) \text{sgm}(w_5) + K_2 \text{sgm}(w_6(\beta_0 - \beta))$$

and the throughput rate is adjusted to account for degradation and starve/block conditions in each machine as

$$u_k(t) = \mu_k(t) \text{sgm}(L_k(t)) \text{sgm}(L_k\max - L_{k-1}(t)) \text{sgm}(\beta_k(t) - \beta_k^0)$$

As mentioned earlier, parametrization of the model using historical fault realizations, such as historical records of TBF and TTR, can be significantly challenging. Instead of using a feasible set based on theoretical results, we used a genetic algorithm (GA) to "optimally" select the n-SDE models for each station (labeled Machine 1 through Machine 18) in the real-world manufacturing assembly line segment. In essence, GA performs a stochastic search to determine the model parameters so that the marginal distribution (histogram) of TBF and TTR estimated from the simulation closely match with those from actual data. Notably, the parameters are tuned to capture only the marginal distributions of TTR and TBF. The structure of the differential equations essentially accounts for the TBF–TTR dependencies. The fitness (or the objective) function, $Op$, of the GA is expressed in terms of the empirical marginal distributions of TTR and TBF as follows:

$$Op = \alpha_1 \left( \sum_{i=1}^{N_0} (\text{HistTBF}(j) - \text{HistTBFa}(j))^2 \right)$$

$$+ \alpha_2 \left( \sum_{i=1}^{N_1} (\text{HistTTR}(j) - \text{HistTTRA}(j))^2 \right)$$

$$+ \alpha_3 \left( \sum_{i=1}^{N_2} (\text{HistTBF}(j) - \text{HistTBFa}(j))^2 \right)$$

$$+ \alpha_4 \left( \sum_{i=1}^{N_3} (\text{HistTTR}(j) - \text{HistTTRA}(j))^2 \right)$$

$$+ \alpha_5 \left( \sum_{i=1}^{N_4} (\text{HistTBF}(j) - \text{HistTBFa}(j))^2 \right)$$

$$+ \alpha_6 \left( \sum_{i=1}^{N_5} (\text{HistTTR}(j) - \text{HistTTRA}(j))^2 \right)$$

Here, the distributions of TBF and TTR estimated from the histogram transformations (HistTBF and HistTTR) of the model solutions were compared with those from the actual fault data (HistTBFa and HistTTRA), and $j$ is the histogram bin index. The histogram bins of TBF from the model (HistTBF) and the actual data (HistTBFa) were partitioned into the same three groups, each with $N_0$, $N_2$, $N_4$ bins. The first $N_0$ bins capture the near-exponential distribution of the short TBFs, the next $N_2$ bins capture the steady non-exponential distribution of the intermediate values of TBF, and the last $N_4$ bins capture the second mode and beyond of the (large) TBF distribution. Similarly, $N_1$, $N_3$, $N_5$ are the corresponding bins used to compare histogram transformations of TTR distribution from the model (HistTTR) with actual historic data (HistTTRA). The weights for the three areas of the histogram, $\alpha_1$, $\alpha_2$, $\alpha_3$, were assigned to be 100, 10, and 1, respectively, to represent their relative importance from an operational standpoint. The simulated as well as the actual TBF and TTR data were gathered over a two-month period. The decision variables for GA optimization include the structural parameters of the model, namely, $\alpha_1$, $\alpha_2$, $\alpha_3$, $w_1$, $w_2$, $w_3$, $w_4$, $\beta_0$, and perturbation parameter $\nu$. The GA essentially tuned these 17 model parameters to reduce $Op$ below a threshold (stopping criterion). Each parameter was modeled as a 35-bit long string. Stochastic optimization methods, such as GAs, are known to locate the basin (trough/crest) of the global optimum with a very high probability [69]. For the cases examined, the GA was found to converge to a near-plateau in at most 50 iterations. A Nelder–Mead simplex (NM) method was used to refine the fitness of the solutions because, once the fitness improvement rate drops below a threshold, it is assumed that the parameter values lie in the basin of the global minimum. The resulting GA-parametrized model appears to adequately capture the dynamics of machine degradation, as well as the distributions of TBF and TTR, better than conventional exponential distribution models parametrized from actual data. For instance, Fig. 4 shows the marginal pdfs of TTR for a representative assembly station (Machine 2) obtained from the actual historical data (solid blue line) vs. the distribution obtained from the model (red dashed line) vs. the one obtained using the best fit exponential distribution (green dashed dotted line).

It may be noted that the pattern observed for Machine 2 is representative of those from most of the other assembly stations barring the ones at either end and the parallel stations. The results suggest that the exponential model underestimates the left tails of TBF and TTR densities by one order of magnitude compared to the actual for all 18 machines. More specifically, the mean square error (MSE) of the distributions from the model is one order in magnitude lower than those from the exponential model. This is likely because the parametrized model can capture the distributions of...
TBF and TTR much better than the exponential models for short times (i.e., the first minute) as shown in Fig. 4, as well as times beyond 100 min. Pertinently, Inman’s work [70] suggests that exponential distribution may be adequate to capture TTR and TBF distributions in many cases. Consequently, the industry has been using exponential distribution in many of its simulations. The current assembly line segment appears to be an exception to this earlier finding. For example, we noticed significant cross-correlation (0.25 – 0.55 for large samples) between TTR and TBF for 6 out of 18 machines. TTR and TBF sequences also exhibited significant auto-correlations and/or non-linear dependencies [21]. The proposed modeling approach may be a suitable means to capture the variations of TTR and TBF more accurately and to model manufacturing systems with more generic failure distributions and coupled dynamics. The improved model parametrization mentioned above leads to fairly close estimation of the mean (i.e., MTBF, MTTR) and standard deviations of the respective distributions, as shown in Table 2 for Machine 2.

Fig. 5(a) and (b) provides a comparison of MTBF and MTTR, respectively, for the 18 machines from the model vs. the actual data. The actual statistics are shown in light green bars (lighter shade) and the model outputs are shown in dark brown (darker shade). The results suggest that MTBF computed from the model lies within 3–10% of that computed from the actual data for 10 of the 18 machines. The model-estimated MTBF values for the remaining 8 machines vary on an average by 24% relative to those computed from actual data. Such large discrepancies may be caused by the inadequacy of the model structure, despite improvements over a simple exponential distribution model, to capture all the salient features of the real-world TBF data. Similarly, the model-estimated MTTR values for 10 machines vary between 2% and 10% of those computed from the actual data, and vary by an average of 28% from those computed from the actual data for the remaining 8 machines. These results indicate that for 10 out of the 18 machines the parametrized n-SDE model captures the traditional statistical quantifiers TBF and TTR. Interestingly, the exponential model was also found to capture the means, but the errors in capturing the standard deviations were 450%.

Although an average of 24% and 28% deviations may appear high in comparison to the close agreement found for the other 10 machines, it may be noted that the traditional statistical metrics alone are not sufficient to capture the entire spectrum of dynamic behaviors; i.e., the effect of some of these deviations may not be high in terms of affecting the dynamics of throughputs.

![Fig. 4. Comparison of marginal pdfs of TTR and TBF obtained from actual data (blue), n-SDE model (red), and exponential distribution model (green) for the representative case of Machine 2. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)](image1)

![Table 2 Comparison of mean, standard deviation of TTR and TBF for Machine 2 estimated from n-SDE model vs. actual data.](image2)

![Fig. 5. Comparison of (a) mean TBF and (b) mean TTR from the n-SDE model with those realized for various machines in an actual manufacturing system scenario. (For interpretation of the references to color in this figure, the reader is referred to the web version of this paper.)](image3)

![Fig. 6. (a) Time-portrait of processing velocity for Machine 2. (b) Histogram of the processing velocity for Machine 2.](image4)
Next, we investigated the extent to which this improvement in capturing the distributions of TTR and TBF translates into capturing the throughputs (or processing velocity in the case of fluid models). Fig. 6a shows the variations of processing velocity with time for Machine 2. It indicates that the model is able to capture the aperiodic nature (see Fig. 6a), and multimodal distributions (see Fig. 6b) of the processing velocities. These observations, shown in the context of Machine 2, are consistent across all the machines in the investigated assembly line segment. The maximum processing velocity or throughput rate for Machine 2 (obtained from the actual data) is 129 jobs/hour. This value is likely to occur, as is evident from the theoretical results, can capture the multimodal behavior of data from a real-world manufacturing system. The short-time TBF and TTR behaviors gathered from the models vs. actual assembly line data. Under the conditions where periodic solutions are locally stable, the trajectories are found to merge with the periodic orbits within five crossings across the switching surfaces. Furthermore, the existence of a fairly broad basin of attraction enhances the tolerance for lower finite precision errors and are finite perturbations to capture the complex degradation and repair dynamics of real-world engineering systems. The short-time TBF and TTR distributions exhibit right-skewed exponential-like characteristics with $\nu$ values fairly consistent with theoretical results.

We have also conducted a case study to integrate the above model into an assembly line segment. Sigmoidal function theory is used to remove discontinuities resulting from the onset and offset of breakdown-restored states. These discontinuities are known to introduce instabilities in the numerical integration routines used to solve the model. The n-SDE modeling approach was tested on an 18 station assembly line segment in Matlab's Simulink environment. The results were compared with those from a real-world production line observed during a one-year period. The results indicate that the n-SDE model can capture the marginal distributions of TBF and TTR better than commonly used exponential distribution models. More pertinentiy, the model is also able to capture the salient trends in the assembly line dynamics, including the relative throughput losses due to blocking, starving, and machine breakdown, as well as TBF–TTR interactions. An extensive set of metrics was used to compare the statistical and non-linear dynamical behaviors gathered from the models vs. actual assembly line data. Collectively, these results allude to a straightforward approach to parametrize piecewise affine differential equation models with random perturbations to capture the complex degradation and repair dynamics of real-world engineering systems. Our ongoing work is focused on deriving similar results as in Theorems 1–6 for sigmoidal functions and using piecewise non-linear models with separated out from the large time-scale, steady state, near-periodic breakdowns and repairs. Therefore, the almost ergodicity of the process was used to avoid a large number of replications.

6. Concluding remarks

In this paper, we have investigated the application of piecewise affine (constant) differential equation models to capture the coupled dynamics of degradation and restoration processes inherent to industrial machines and other real-world mechanical systems. The piecewise affine structure and the order of the differential equations provide one of the simplest means to capture the salient dynamic behaviors. The model admits a solution that mimics the fairly regular (periodic) long-term breakdown and repair intervals and the highly right skewed short-term breakdown repair intervals. We have provided results on the local stability and the basin of attraction for a solution of this class of piecewise-affine differential equation models. Under the conditions where periodic solutions are locally stable, the trajectories are found to merge with the periodic orbits within five crossings across the switching surfaces. Furthermore, the existence of a fairly broad basin of attraction enhances the tolerance for lower

<table>
<thead>
<tr>
<th>Metric</th>
<th>TTR</th>
<th>TTR Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
<td>Model</td>
</tr>
<tr>
<td>Recreate</td>
<td>39.94</td>
<td>24.7</td>
</tr>
<tr>
<td>Determinism</td>
<td>97.48</td>
<td>96.94</td>
</tr>
<tr>
<td>Laminarity</td>
<td>115</td>
<td>82</td>
</tr>
<tr>
<td>Entropy</td>
<td>5.55</td>
<td>4.89</td>
</tr>
<tr>
<td>Trend</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Linemax</td>
<td>90.7</td>
<td>91.25</td>
</tr>
<tr>
<td>Traps. time</td>
<td>30.72</td>
<td>25.73</td>
</tr>
</tbody>
</table>

Table 3: Comparison of recurrence quantifiers of TBF time-series realized in actual PFS data loggers with that from n-SDE and exponential models.

<table>
<thead>
<tr>
<th>Metric</th>
<th>TTR Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
</tr>
<tr>
<td>Recreate</td>
<td>43.24</td>
</tr>
<tr>
<td>Determinism</td>
<td>97.84</td>
</tr>
<tr>
<td>Laminarity</td>
<td>115</td>
</tr>
<tr>
<td>Entropy</td>
<td>5.71</td>
</tr>
<tr>
<td>Trend</td>
<td>0.04</td>
</tr>
<tr>
<td>Linemax</td>
<td>92.08</td>
</tr>
<tr>
<td>Traps. time</td>
<td>33.01</td>
</tr>
</tbody>
</table>

Table 4: Comparison of recurrence quantifiers of TTR time-series realized actual PFS data loggers with n-SDE and exponential models, respectively.
polynomial structures to capture additional nuances of degradation and restoration dynamics in engineering systems.
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Appendix A. Proof of Theorem 1

The constraints in Theorem 1 are proposed to sufficiently guarantee that the system follows the expected trajectory.

The transition state between consecutive segments \( j \in 1, 2, ..., 11 \), meets at least one of the following eight switching conditions:

\[
\begin{align*}
\beta_{j-1}(t) &= \alpha_1, & \rho_{j-1}(t) &= 0, & -\rho_{j-1}(t) &= 0, & \beta_j(t) &= \alpha_2, \\
\rho_{j-1}(t) &= \alpha_3, & \beta_{j-1}(t) &= \alpha_4, & \beta_j(t) &= \alpha_5, & \rho_{j-1}(t) &= \alpha_6.
\end{align*}
\] (A.1)

The times associated with those switching conditions are denoted by \( t_i^j, i \in \{1, 2, ..., 8\}, j = 1, 2, ..., 11 \). The switching time (time at which dynamics switches) from segment \( j-1 \) to \( j \) is given by

\[
T_j = \min_{k \in j} t_i^j
\]

where

\[
l_j = \{k : t_i^k > T_j-1\}.
\]

The constraints stated in (3) are deemed to enforce a particular switching sequence as detailed in the following exposition. Here, we detail the determination of \( T_j \)'s and the resulting constraints at segments \( j = 1 \), and outline the procedure with which other constraints were obtained.

**Segment 1:** The trajectories in this segment follow transient dynamics until the next switching condition is met. The trajectories are chosen to originate from the following initial condition:

\[
\begin{align*}
\beta(0) &= \alpha_1, & \rho(0) &= 0, & -\rho(0) &= -K_1.
\end{align*}
\] (A.2)

Under these conditions, (1, 2) reduce to

\[
\begin{align*}
\hat{\beta}(t) &= K_2, & \hat{\rho}(t) &= 0.
\end{align*}
\] (A.3)

And the system trajectories are defined by

\[
\begin{align*}
\beta_0(t) &= \alpha_1 + K_2 t, & \rho_0(t) &= K_1 - t.
\end{align*}
\] (A.4)

**Segment 2:** Solving for \( t_i^1 \) in (A.1) we have the following candidates for switching time \( \tau_i^1 \):

\[
\begin{align*}
t_i^1 &= t_i^2 = t_i^3 = 0, & t_i^4 &= \frac{\alpha_1 + \alpha_2}{K_2}, & t_i^5 &= \frac{\alpha_1 + \alpha_2}{K_2},
\end{align*}
\] (A.5)

Also, \( t_i^5 \) are not admissible, as the corresponding switching conditions violate the dynamics at the boundary as specified in (A.8).

**Appendix B. Proof of Theorem 2**

Following Theorem 1, the time between failure (the period of the solution to (1, 2)), time to repair, time to failure and availability are given by \( TBF = T_{11} - T_1, TTR = T_5 - T_4, TTF = TBF - TTR \). By substituting formulas for \( T_1, T_4, T_5, T_{11} \) derived from the proof of Theorem 1 we have (5)-(7).

**Appendix C. Proof of Theorem 3**

We prove this theorem based on Proposition 1. Here,

\[
A_i = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad A_i^T = 0.
\]

Therefore,

\[
e^{\omega t^*_i} = \sum_{k=0}^{\infty} \frac{1}{k!} A_i^k t^*_i = E + A_i t^*_i
\] (C.1)

where \( E \) is the identity matrix and \( t^*_i = T_{i+1} - T_i \).

Combining (10) and (C.1) we have \( W_i = (I - \frac{\sum_{k=1}^{n} A_i^k}{\sum_{k=1}^{n} k!}) (E + A_i t^*_i) \), and

\[
W = \Pi_{i \in [1,11]} W_i, \quad l = \{1, ..., 11 \} \setminus \{6\}.
\] (C.2)

Note that matrix \( W_6 \) is not included in \( C.2 \), as the system dynamics do not change when the trajectory cuts plane \( s_g \).

From (9) and (C.2), it follows that \( W = 0 \), and all eigenvalues \( A_i^m \) are zero and thus lie within the unit circle. Consequently, the periodic solution \( x^*(t) \) of (8) is locally stable.

**Appendix D. Proof of Theorem 4**

Similar to the method presented in Theorem 1, the constraints (D.1) are proposed to sufficiently guarantee that the system follows the expected trajectory:

\[
\begin{align*}
\alpha_2 &\leq \beta_0 & \leq \alpha_4, & \rho_0 < 0, & \rho_0 &\geq \alpha_6 \\
\text{or} & & \beta_0 &\geq \alpha_5,
\end{align*}
\] (D.1a)

\[
\begin{align*}
\beta_0 &\leq \alpha_1, & \rho_0 &\leq 0,
\end{align*}
\] (D.1b)

\[
\begin{align*}
\rho_0 K_2^2 + \sqrt{K_2^2 (K_2 \rho_0^2 - 2 \rho_0 K_4) + 2 \rho_0 K_4 (\rho_0 - \alpha_5)} &\geq 0.
\end{align*}
\] (D.1c)

\[
\begin{align*}
\alpha_2 &\leq \rho_0, & K_4 (\alpha_2 - \alpha_5) + K_2 (\rho_0 - \alpha_6) &\leq 0,
\end{align*}
\] (D.1d)

\[
\begin{align*}
K_2 (\rho_0 K_4 + (\rho_0 - \alpha_6)^2) + 2 K_4 (\rho_0 - \alpha_6) + \alpha_5 (\rho_0 - \alpha_6) &\leq 0.
\end{align*}
\] (D.1e)

Because of (D.1a), (D.1b) is reduced to \( \rho_0 < 0 \). As a consequence, \( \rho_0 \geq \alpha_6 \) or \( \beta_0 \geq \alpha_5 \) in (D.1a) is reduced to \( \beta_0 \geq \alpha_5 \).

\[
\begin{align*}
K_4 (\alpha_2 - \alpha_5) + K_2 (\rho_0 - \alpha_6) &\leq 0 \quad \Leftrightarrow \quad \rho_0 \geq \frac{-K_4 (\alpha_2 - \alpha_5)}{K_2} + \alpha_6.
\end{align*}
\]

On the other hand,
that (D.1d) is satisfied if \( \alpha_t \leq \rho_0 \).

(D.1c) is equivalent to

\[
\sqrt{K_2^2(\rho_0^2 - 2\rho_0 K_1 + 2\rho_0 K_4(\beta_0 - \alpha_5)) \geq -\rho_0 K_2^2}
\]

\( \Rightarrow (-\rho_0 K_2 + \rho_0 (\beta_0 - \alpha_5)) \leq 0 \).

(D.2) is satisfied as \( \rho_0, \beta_0 \leq 0, K_2 \leq 0, \beta_0 \geq \alpha_5 \). Therefore, (D.1) is equivalent to (11).

Appendix E. Proof of Theorem 5

The regions defined in Theorem 5 are the basin of attraction on each of the surfaces and are similar for each surface. The idea is to propose the constraints in the form of sufficient conditions such that the system follows the expected trajectory. The method to construct such conditions are similar to the ones presented in Theorem 1.

Let us consider the limit map from surface 6 to 7, the Lipschitz constant \( k \), if it exists, is the smallest number \( k \) such that

\[
\left( 1 + \left( \frac{\Delta(\rho_0)(\alpha_t - \alpha_5)}{K_1} \right)^2 + \frac{2\Delta(\rho_0)(\alpha_t - \alpha_5) \Delta(\rho_0)}{K_1} \right) \leq k.
\]

However, when \( \Delta(\rho_0) = \Delta(\rho_0) \), the left-hand side of (E.1) is reduced to

\[
\left( 1 + \left( \frac{\alpha_t - \alpha_5}{K_1} \right)^2 \right) > 1.
\]

Therefore, the limit map is not contracting. As a consequence, the basin of attraction formulated in Theorem 5 contains the basin of attraction derived using the method in [64].

Appendix F. Proof of Theorem 6

We first provide the following lemma towards proving Theorem 6.

Lemma 1. If \( \gamma(t) \) is mean square (ms) continuous process with \( |\gamma(t)| > \alpha > 0 \) a.e. (almost everywhere), then the integral

\[
\int_{T_4 + t \text{ div } 2T_4}^{T_3} K_3 H_\gamma(\gamma(t)) \, d\tau
\]

exists and is differentiable.

Proof. Let us define \( \Delta(x) = \text{sgn}(x, k) - H_\gamma(x) \), where \( \text{sgn}(x, k) = \frac{1}{1 + x^2} \). It may be noted that

\[
\forall x \in \mathbb{R}, \quad |x| > \alpha > 0 \quad \text{we have} \quad |\Delta(x)| \to 0 \quad \text{uniformly as} \quad k \to \infty
\]

(F.2)

This is because

- \( \forall x > \alpha, |\Delta(x)| = |\frac{1}{1 + x^2} - 1| = |\frac{x^2}{1 + x^2} - e^k e^{-kx} | < e^{-kx} \) as \( k \to \infty \).
- \( \forall x < -\alpha, |\Delta(x)| = |\frac{1}{1 + x^2} - 0| < |\frac{1}{1 + x^2} - 0| \) as \( k \to \infty \).

Fig. F1. Diagram of proof of Theorem 6. Without any perturbation, the system evolves as aAGBB. With perturbation to \( \alpha_2 \) and \( \epsilon = 0 \), the system evolves as aADBB.

\( H(\gamma) \) is ms continuous [72, Theorem 3.3, p. 62]. Consequently, the integral (F.1) exists and is differentiable [72, Corollary 2, p. 67].

Proof of Theorem 6. First, consider the random process \( \gamma(t) = (-1)^{N(t)} \) [73, p. 379], where \( N(t) \) is a Poisson process with parameter \( \lambda \), and \( N(0) \) is a Bernoulli random variable with equal probability for outcomes 0, 1. Evidently, \( K_3(\gamma(t), t) = e^{-\Delta(\gamma(t))} (t_1, t_2) \geq 0 \) is continuous at \( (t, \epsilon) \). Therefore, it follows from [72, Theorem 3.2 p. 61] that \( \gamma(t) \) is an ms continuous process. Also, the time intervals between successive zero crossings of \( \gamma(t) \) are the same as those between consecutive events of the Poisson process \( N(t) \), and hence they follow an exponential distribution.

Without loss of generality, let us consider the perturbation for the first period, \( T_3 \leq t \leq T + t_1 \) of the periodic solution in Fig. F1 as in (12, 13). Note that similar constructions follow for other periods. Let us consider \( \beta(t) \) defined as

\[
\beta(t) = \begin{cases} 
\alpha_2^0 + \int_{t_1}^{t} K_3^0 H(\gamma(t)) \, dt & \text{if} \quad T_4 \leq t < T_5 - \epsilon \\
\alpha_2^0 + K_3^0 [t - T_3] & \text{if} \quad T_5 - \epsilon \leq t < T_5 \\
\beta^0(t) & \text{otherwise}
\end{cases}
\]

(F.3a)

(F.3b)

(F.3c)

where \( \beta^0(t) \) is the solution of the unperturbed deterministic model in the corresponding region, \( K_3^0 \) is defined in Eq. (13).

To show that \( \rho(t) \) satisfies (2), we note from (F.3) that \( \beta(t) \leq \alpha_2^0 \) as \( K_3^0 \leq 0 \) when \( T_4 \leq t < T_5 - \epsilon \) in (F.3a) and \( K_3^0 [t - T_3] \leq 0 \) when \( T_5 - \epsilon \leq t < T_5 \) in (F.3b). Therefore, when \( T_4 \leq t \leq T_5 \), \( \beta(t) \leq \alpha_2^0 < \alpha_2^0 < \alpha_2^0 < \alpha_2^0 < \alpha_2^0 \), i.e., \( \rho(t) \) satisfies (2). Outside this region, \( \rho(t) \) automatically satisfies (2) because of its definition.

Let us now verify that \( \beta(t) \) defined in (F.3) satisfies (1). From (F.3a) and (12a) we have

\[
\beta(t) - \alpha_2(t) = \gamma(t).
\]

(F.4)

Applying Lemma 1 to (F.3a), we have

\[
\frac{d\beta(t)}{dt} = K_3^0 H(\gamma(t)).
\]

(F.5)

It follows from (F.4) and (F.5) that \( \frac{d\beta(t)}{dt} = K_3^0 H(\beta(t) - \alpha_2(t)) \) or \( \beta(t) \) satisfies (1).

Similarly, from (F.3b) and (12b) we have

\[
\beta(t) - \alpha_2(t) = K_3^0 [t - (T_5 - \epsilon)] \geq 0
\]

and

\[
\frac{d\beta(t)}{dt} = K_3^0 H(\beta(t) - \alpha_2(t))
\]

or \( \beta(t) \) satisfies (1).
At \( t = T_3 \), \( \alpha_2 (T_3) = -\alpha_2 (T_3 - \beta (T_3) = \alpha_2 (T_3) = \rho (T_3) - \rho (T_3). \)

When \( t = T_3 \), \( \beta (t) = \beta (t) \) and \( \rho (t) = \rho (t). \)

Therefore, the system dynamics does not change outside \((T_1, T_3)\).

Furthermore, as \( \beta (t) = \beta (t) \) for \( T_2 \leq t < T_1 - \epsilon \), it may be noted that the zero crossing time-points of \( \gamma (t) \) and \( \beta (t) - \beta (t) \) are identical. As a result, the interval between the \( t \) and \( t + 1 \) zero crossing of \( \beta (t) - \beta (t) \) denoted by \( T_1 \) is independent and follows exponential distribution with mean interval length of \( \frac{1}{\lambda} \).

Case 1: The first zero results from a down crossing and TTRs:

Case 2: The first zero results from an up crossing and TTRs:

In both cases, TBF: 1: The first zero occurs from an up crossing and TTRs: 2: The first zero occurs from a down crossing and TTRs.

Note that the result in Theorem 6 is applied for each period of the deterministic model (1, 2) with (12, 14), there are multiple short TBF which exhibit right skewed distribution as Theorem 1. In each period, by replacing \( TBF = 1 \) in the deterministic model (1, 2) with (12, 14), there are multiple short TBF which exhibit right skewed distribution as Theorem 1.

\( \quad \frac{1}{\lambda} \)

Appendix G. Proof of Corollary 1

Note that the result in Theorem 6 is applied for each period of the periodical solution in Theorem 1. In each period, by replacing \( \alpha_2 K \) in the deterministic model (1, 2) with (12, 14), there are multiple short TBF which exhibit right skewed distribution as shown in Theorem 6. Together with long TBF from the deterministic model (1, 2), we have a multimodal distribution.
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