Robust reconstruction of a signal from its unthresholded recurrence plot subject to disturbances
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A B S T R A C T

To make valid inferences from recurrence plots for time-delay embedded signals, two underlying key questions are: (1) to what extent does an unthresholded recurrence (URP) plot carry the same information as the signal that generated it, and (2) how does the information change when the URP gets distorted. We studied the first question in our earlier work [1], where it was shown that the URP admits the reconstruction of the underlying signal (up to its mean and a choice of sign) if and only if an associated graph is connected. Here we refine this result and we give an explicit condition in terms of the embedding parameters and the discrete Fourier spectrum of the URP. We also develop a method for the reconstruction of the underlying signal which overcomes several drawbacks that earlier approaches had. To address the second question we investigate robustness of the proposed reconstruction method under disturbances. We carry out two simulation experiments which are characterized by a broad band and a narrow band spectrum respectively. For each experiment we choose a noise level and two different pairs of embedding parameters. The conventional binary recurrence plot (RP) is obtained from the URP by thresholding and zero-one conversion, which can be viewed as severe distortion acting on the URP. Typically the reconstruction of the underlying signal from an RP is expected to be rather inaccurate. However, by introducing the concept of a multi-level recurrence plot (MRP) we propose to bridge the information gap between the URP and the RP, while still achieving a high data compression rate. We demonstrate the working of the proposed reconstruction procedure on MRPs, indicating that MRPs with just a few discretization levels can usually capture signal properties and morphologies more accurately than conventional RPs.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

One of the well-established techniques for analyzing a complex dynamical system is the recurrence plot (RP), see [2]. For a dynamical system a recurrence is said to occur whenever its trajectory in phase space is (nearly) self-intersecting. Examination of the recurrence pattern that occurs over an observed time interval, often provides useful information – not just when trajectories are somehow smooth and well predictable, but also in the case of complex dynamics and chaos. In these cases, recurrence quantification analysis (RQA), see [3], offers various tools to extract such information from RPs.

RPs can also be used to analyze an observed scalar signal x(t). To do so, it is common to first embed it into some M-dimensional space by constructing a vector of time-delayed copies X(t) := (x(t), x(t + τ), …, x(t + (M − 1)τ)). This is known as the time-delay embedding method, first introduced in [4]. Note that the vector X(t) carries information on the recent history of the signal x(t) and captures its local morphology. In the literature there exist several other modeling and signal processing techniques, such as AR-modeling [5] and singular spectral analysis [6], which also interpret X(t) as a state vector of the dynamical process generating x(t), but we will not go into them here.

The unthresholded recurrence plot (URP) is defined as the bivariate distance function URPX(u, v) := ||X(u) − X(v)|| for some chosen norm || · ||. From it, the (binary) RP is obtained by choosing a threshold value ε > 0 and defining RPEX(u, v) := Θ(ε − URPX(u, v)). Here Θ(·) denotes the Heaviside step function, given by Θ(x) = 1 for x ≥ 0 and Θ(x) = 0 for x < 0. By construction, RPEX(u, v) = 1 (and it is zero otherwise) if and only if the vectors X(u) and X(v) differ by at most ε, as measured by the norm || · ||. This qualifies X(v) as a near recurrence of X(u) and motivates the terminology used.
When inferences are made about a signal $x(t)$ from its RP, it is important to understand to what extent an RP carries information that is unique for the underlying signal. This has been studied by several authors; see, e.g., [7], [8] and [9]. In [1], we have investigated this question in detail for the URPs of a time-delay embedded signal. There we used the Euclidean norm to define the URPs and we restricted the discussion to zero mean periodic signals which admit a Fourier series representation and have finite power. We will do the same in the present paper. This is a fairly large class of signals which includes many signals encountered in practice, such as digitally sampled measurement signals. The zero mean requirement is natural, as the URPs does not carry any information on the mean of $x(t)$. It is easy to see that it does not carry information on the sign of $x(t)$ either. Periodicity (with a known period, which we normalize to be 1) allows us to deal with finite interval effects in a convenient way.

In [1, Theorem 3.4] we characterized uniqueness of the underlying signal $x(t)$ for a given URP (up to a sign $\pm 1$) by means of connectedness of a simple undirected graph $G_X = (K_X, E)$. For this graph, the node set $K_X$ corresponds to the discrete Fourier frequencies that occur in the signal $x(t)$. The edge set $E$ is determined by the choice of embedding dimension $M$ and the time-delay $\tau$. It was found that the (discrete Fourier) power spectrum of $x(t)$ can always be reconstructed from URPs, but it generally depends on the embedding parameters $M$ and $\tau$ which other information can also be retrieved. Several special cases were analyzed, see [1, Corollary 3.5]. However, the approach has two main shortcomings: (1) The characterization of unique reconstructibility of $x(t)$ from URPs (up to a sign) by connectedness of $G_X$, is implicit. An explicit characterization in terms of $K_X$, $M$ and $\tau$ is lacking for the general case but would be useful to have: to be able to assess whether a given URP is maximally informative (i.e., the URP determines the underlying de-averaged signal up to a sign) about its underlying signal, and to help selecting embedding parameters $M$ and $\tau$ to ensure such a property when generating URPs and RPs. (2) If $G_X$ is connected, then the actual reconstruction of $x(t)$ from URPs in [1] is not very practical – nor recommendable from a computational point of view. It involves several double integrals which may be hard to compute accurately, and in general it requires the search for suitable paths in the graph $G_X$ to connect selected nodes.

In Section 2 we address and resolve the first issue. We present a new and explicit characterization of connectedness of $G_X$ and, in the course of deriving it, we establish that the diameter of a connected graph $G_X$ always equals 1 or 2. This new characterization shows for each choice of $M$ precisely which values of $\tau$ will cause disconnectedness. For such values, the URP will not be maximally informative and in choosing the embedding parameters we typically want to avoid them. We illustrate this result with a couple of examples.

In Section 3 we address the second issue. The 2D-Fourier transform of URPs $X^{\mathrm{URP}}$ is found to have coefficients with a special structure that can be exploited to compute $x(t)$. The coefficients are used to calculate a square matrix $\hat{I}_X$ which is the Hadamard (i.e., entrywise) product $I_X = W \otimes T$ of a rank-one matrix $W$ (determined by the non-zero Fourier coefficients of $x(t)$ only) and a known matrix $T$ (depending entirely on $M$ and $\tau$). The matrix $T$ allows for the determination of connectedness of $G_X$. If connectedness holds, then, using the property that the diameter is at most 2, $T$ can be factored from $\hat{I}_X$ to obtain $W$. With singular value decomposition (SVD), the Fourier coefficients of the signal $x(t)$ can then be computed from $W$ in a robust way.

In Section 4 we present a couple of simulation experiments to demonstrate this procedure. We analyze robustness against noise of the reconstruction procedure, by adding noise of a few levels to a URP before reconstruction. We also investigate sensitivity of the reconstruction near values of $\tau$ for which disconnectedness of $G_X$ occurs.

Third, in Section 5 we perform experiments to study the impact of truncation on URPs, such as applied when computing RPs. This fosters the idea of using ‘multi-level recurrence plots’ (MRPs) instead of RPs, preserving more information while still achieving a high compression rate compared to URPs.

Section 6 concludes the paper, with a discussion of the results obtained. All the proofs are collected in Appendix A.

2. Connectedness of the graph $G_X$

We consider the class of real zero mean periodic signals $x(t)$ with period 1, which are square integrable on $[0, 1]$. Any such signal admits a Fourier series representation, see [10, Sect. 4.26], denoted by:

$$x(t) = \sum_{k \in \mathbb{Z}} c_k e^{2\pi i k t \tau}. \tag{1}$$

As the complex zero $c_0 = 0$, and as $x(t)$ is real the complex-valued Fourier coefficients $c_k$ satisfy $c_{-k} = \overline{c_k}$ for all $k \in \mathbb{Z}$. Square integrability gives $\sum_{k \in \mathbb{Z}} \|e^{2\pi i k t \tau}\| < \infty$. Convergence of the Fourier series on the right hand side to the function $x(t)$ happens in the $L^2$-sense; it happens pointwise under additional smoothness conditions, see [10, Ch. 5]. Note that discrete-time (regularly sampled) signals with a finite number of observations can also be included in this set-up, as they admit finite Fourier series representations and can be associated with continuous-time periodic signals through interpolation and periodic extension.

For a given choice of embedding dimension $M$ and time-delay $\tau \in (0, 1)$, let $X(t) = (X(t), X(t+\tau), \ldots, X(t+(M-1)\tau))$. It is possible to quickly decide on connectedness of the graph $G_X$. Below, we extend these results by providing a complete and explicit characterization of connectedness of $G_X$. We also show that if $G_X$ is connected, then the diameter of $G_X$ is either 1 or 2. This means that a connected graph $G_X$ is either completely (diam($G_X$) = 1) or every two nodes are connected by a path of length at most 2.

**Theorem 2.1.** Let $x(t)$ be a non-zero signal from the class introduced above, and $G_X = (K_X, E)$ the associated graph for a given choice of embedding dimension $M$ and time-delay $\tau \in (0, 1)$. For the associated set of node indices $K_X$, define the set of ordered node pairs as
\( P = \{(p, q) \mid p, q \in K_X, p > q\} \) and the set of absolute differences as \( D = \{(p - q) \mid (p, q) \in P\} \). Define \( h = \gcd(D) \) to be the greatest common divisor of the values in \( D \). Then:

1. \( G_X \) is connected if and only if \( [ht \in \mathbb{Z}] \vee [hMt \notin \mathbb{Z}] \).
2. If \( G_X \) is connected, then \( \text{diam}(G_X) \in [1, 2] \).

**Remark 1.** Note that the characterization of connectedness of \( G_X \) by statement (1) of Theorem 2.1, closely resembles the definition of adjacency of two nodes \( p \) and \( q \). If \( G_X \) has exactly two nodes, then the set \( P \) consists of a single node pair \( (p, q) \) and the set \( D \) contains a single value, whence \( h = p - q \). Then the two characterizations coincide. When more node pairs are involved, the theorem shows that \( h \) plays the same role in describing connectedness of the graph as \( p - q \) does for adjacency of individual nodes.

**Remark 2.** If it is found that for some choice of the embedding parameters \( M \) and \( \tau \) the URP of a time-delay embedded signal is not maximally informative, then \( hMt \in \mathbb{Z} \) and \( h \notin \mathbb{Z} \). Then leaving \( \tau \) unchanged and altering the embedding dimension to \( M + 1 \) or \( M - 1 \) will produce URPs which are. The same holds when \( M \) is left unchanged but \( \tau \) is replaced by \( \tau \pm \frac{1}{3M} \).

**Remark 3.** The value \( h \) relates to periodicities in \( x(t) \) and in URPx. Denote \( m = \min |k \in K_X| \{k > 0\} \). Recall that also \( -m \in K_X \), so that \( 2m \in D \) and \( h \) divides 2m. It is not hard to show that if \( h \) divides \( m \) then \( h \) divides all \( k \in K_X \) and \( x(t + \frac{k}{h}) = x(t) \). In this case URPx has a corresponding \( h \times h \) 2D-periodic pattern. If \( h \) does not divide \( m \) then instead it holds that \( x(t + \frac{k}{h}) = -x(t) \), whence \( x(t + \frac{k}{h}) = x(t) \). In this case URPx has a corresponding \( h \times h \) checkerboard pattern as well as a \( \frac{1}{2} \times \frac{1}{2} \) 2D-periodic pattern.

In Fig. 1, three examples of periodic signals are given to illustrate Theorem 2.1. Each signal is analyzed for two different settings of the embedding parameters \( M \) and \( \tau \). In all cases the signal has a power spectrum with 2 different frequencies, so \( G_X \) has 4 nodes. In none of these cases connectedness of \( G_X \) can be analyzed with [1, Corollary 3.5].

In Fig. 1 (i)-(v) the signal is \( x(t) = 2\sin(6\pi t) + \cos(6\pi t) + \cos(12\pi t) + \sin(12\pi t) \) which has \( K_X = [-6, -3, 3, 6] \), with \( m = 3 \) and \( h = 3 \). As \( h \) divides \( m \), it holds that \( x(t + \frac{k}{h}) = x(t) \) and therefore URPx is a \( 3 \times 3 \) periodic pattern, with \( URPx(u + \frac{1}{h}, v) = URPx(u, v) \). For \( M = 4 \) and \( \tau = \frac{3}{4} \) the graph \( G_X \) is connected, because \( hMt = \frac{1}{2} \notin \mathbb{Z} \). For \( M = 4 \) and \( \tau = \frac{1}{6} \) the graph \( G_X \) is disconnected, since \( h\tau = \frac{1}{6} \notin \mathbb{Z} \) and \( hMt = \tau = \frac{1}{6} \notin \mathbb{Z} \).

In Fig. 1 (vi)-(x) the signal is \( x(t) = 2\sin(6\pi t) + \cos(6\pi t) + \cos(10\pi t) + \sin(10\pi t) \) which has \( K_X = [-5, -3, 3, 5] \), with \( m = 3 \) and \( h = 2 \). Now \( h \) does not divide \( m \), so it holds that \( x(t + \frac{k}{h}) = -x(t) \) and therefore URPx is a \( 2 \times 2 \) checkerboard pattern, with \( URPx(u + \frac{1}{h}, v + \frac{1}{h}) = URPx(u, v) \). For \( M = 4 \) and \( \tau = \frac{1}{4} \) the graph \( G_X \) is connected, because \( hMt = \frac{1}{2} \notin \mathbb{Z} \). For \( M = 4 \) and \( \tau = \frac{1}{8} \) the graph \( G_X \) is disconnected, since \( h\tau = \frac{1}{8} \notin \mathbb{Z} \) and \( hMt = \frac{1}{4} \notin \mathbb{Z} \).

From Theorem 2.1 it follows for a signal \( x(t) \) with a given frequency content (i.e., with \( K_X \) known) and for a given embedding dimension \( M \), at which values of \( \tau \) disconnectedness of \( G_X \) occurs. At such \( \tau \) the reconstruction of \( x(t) \) up to a sign \( \pm 1 \) from its URP is non-unique, implying that the URP is not maximally informative about its underlying signal \( x(t) \). In selecting a good value for \( \tau \), we want to stay away from such values. Sensitivity analysis at those values will indicate to which extent ill-conditioning occurs in close neighborhoods, allowing us to search for locations which are better behaved.

The value of \( h \) depends entirely on \( K_X \) and not on the embedding parameters \( M \) and \( \tau \). Note that ‘generically’ \( h = 1 \), for which the values of \( \tau \) at which disconnectedness occurs are precisely the integer multiples of \( \frac{1}{h} \). If the power spectrum of \( x(t) \) has most of its energy concentrated at a subset of indices in \( K_X \) for which the GCD of their differences is larger than one, then in view of robustness it is important to be careful and to take the corresponding value \( \hat{h} \) of this GCD into account (in the role of \( h \)). This suggests to start computing the GCD from the values of \( k \), \( -k \in K_X \) which correspond to the Fourier coefficients having the highest energy (and possibly using a threshold strategy for robustness). The GCD computed from such a subset of \( K_X \) will provide an upper bound \( \hat{h} \) on \( h \), while \( h \) divides \( \hat{h} \). Then one may decide to let \( \tau \) stay away from all the integer multiples of \( \frac{1}{\hat{h}} \), which will be an enveloping set for the true values at which disconnectedness occurs.

For a discrete-time sampled signal with \( N \) measured observations, a corresponding continuous-time signal \( x(t) \) can be constructed to have a finite Fourier series with \( k \in \{-K, \ldots, K\} \) where \( K = \lfloor \frac{N}{4} \rfloor \). Then it is natural to take \( \tau \) to be an integer multiple of \( \frac{1}{\hat{h}} \), to facilitate the time-delay embedding by shifting the measurements without interpolation. It now becomes important to select such a value for \( \tau \) which stays well away from the integer multiples of \( \frac{1}{\hat{h}} \), which is not a hard problem to analyze efficiently.

### 3. Reconstruction of \( x(t) \) from its URP

In [1, Section 5] a procedure was described to reconstruct a signal from its URP. Though valid for theoretical purposes, it is not recommendable for practical use as it has several drawbacks. For instance, it involves the computation of multiple double integrals which is numerically cumbersome and unattractive. It also requires, for every pair of nodes \( p, q \) in the graph \( G_X \), the selection of a connecting path, for which it is unclear how to obtain one efficiently and how it will affect the numerical accuracy of the calculations. In this section we present a novel method for reconstructing \( x(t) \) from URPx which aims to overcome these drawbacks. It uses 2D-Fourier series representations and singular value decomposition and it employs part (2) of Theorem 2.1 to simultaneously involve all paths of length 2 to connect a node pair \( (p, q) \).

We start by recalling the result of [1, Lemma 3.1], which states that the \( L^2 \)-inner product of the vectors \( T_P \) and \( T_\tau \) is explicitly given by:

\[
\langle T_P, T_\tau \rangle = \frac{M}{\sin(\pi(p - q)\tau)} e^{\pi(p - q)(M - 1)\tau} \quad \text{for} \quad (p - q)\tau \notin \mathbb{Z},
\]

(4)

Clearly its value depends only on the difference \( p - q \), whence \( \langle T_p, T_q \rangle = \langle T_p, T_{-p-q} \rangle \).

In [1] it was shown that URPx \( x(u, v) \) carries the same information as the inner product \( I_X(x, y) := \langle X(u), X(v) \rangle \), both regarded as periodic two-variable functions of \( u, v \in [0, 1] \). We can represent \( I_X(u, v) \) by its 2D-Fourier series representation:

\[
I_X(u, v) = \sum_{p \in \mathbb{Z}} \sum_{q \in \mathbb{Z}} I_{X,p,q} e^{2\pi i(pu + qv)},
\]

(5)
Fig. 1. Three periodic signals, (dis)connectedness of their graphs \(G_X\) and periodicity of their URPs, each for two different choices of embedding parameters.
in which the 2D-Fourier coefficients are denoted by $I_{X, p, q}$. Substitution of the Fourier series representations of $X(u)$ and $X(v)$ in $\langle X(u), X(v) \rangle$ gives:

$$I_{X, p, q} = c_p c_q \langle T_p, T_q \rangle = c_p c_q \langle T_{p+q}, T_{0} \rangle,$$  

(6)

where it is used that $c_{-q} = c_q$ for a real signal $x(t)$.

The squared URP, $\|X(u) - X(v)\|^2$, obviously has the same information content as the URP itself. Its 2D-Fourier representation is now observed to be closely related to that of $I_{X, u(t), v(t)}$.

**Proposition 3.1.** Let $x(t) = \sum_{k \in \mathbb{Z}} c_k e^{2\pi i k t}$ be a signal from our class. Then, for any choice of embedding parameters $M$ and $\tau$, the squared URP can be expressed as a 2D-Fourier series:

$$\text{URP}_X^2(u, v) = \sum_{p \in \mathbb{Z}} \sum_{q \in \mathbb{Z}} C_{X, p, q} e^{2\pi i (pu + qv)}$$  

(7)

for which the 2D-Fourier coefficients $C_{X, p, q}$ are given by

$$C_{X, p, q} = \frac{-2I_{X, p, q} = -2c_p c_q \langle T_{p+q}, T_0 \rangle}{\text{for } p \neq 0 \text{ and } q \neq 0}$$

$$= \sum_{n \in \mathbb{Z}} \sum_{p \in \mathbb{Z}} c_n \sum_{d \in \mathbb{Z}} c_{d-p} = \sum_{n \in \mathbb{Z}} \sum_{p \in \mathbb{Z}} c_n \sum_{d \in \mathbb{Z}} c_{d-q} = \sum_{n \in \mathbb{Z}} \sum_{p \in \mathbb{Z}} c_{n-p} \langle T_q, T_0 \rangle$$

(8)

for $p = 0$ and $q = 0$,

$$= 2 \sum_{n \in \mathbb{Z}} \sum_{p \in \mathbb{Z}} c_{n-p} \sum_{d \in \mathbb{Z}} c_{d-q} = 2M \sum_{n \in \mathbb{Z}} |c_n|^2$$

(9)

for $p = 0$ and $q = 0$.

The procedure of [1, Section 5] relies on the computation of the inner product function $I_X(u, v)$ from URP$^2_X(u, v)$. **Proposition 3.1** makes clear that a more convenient direct approach is possible, because the 2D-Fourier coefficients of URP$^2_X(u, v)$ give immediate access to the 2D-Fourier coefficients of $I_X(u, v)$: it holds that $I_{X, p, q} = -2C_{X, p, q}/2$ for all $p, q \neq 0$.

To complete the reconstruction of $x(t)$ from URP$^2_X(u, v)$, we proceed to compute the Fourier coefficients $c_k$ from the coefficients $I_{X, p, q}$. From Eqn. (6) we have that

$$c_p c_q = I_{X, p, q} = \frac{-2c_p \langle T_{p+q}, T_0 \rangle}{\text{for } p \neq 0 \text{ and } q \neq 0}$$

(9)

provided that $\langle T_{p+q}, T_0 \rangle \neq 0$, i.e.: if $p$ and $q$ are adjacent in $G_X$. If a URP has a finite 2D spectrum, then the finite-sized matrix of coefficients $W = (c_p c_q)$ is Hermitian and of rank one, as it can be factored as

$$W = w w^*,$$

(10)

where $w$ is a vector containing the Fourier coefficients $c_k$ of the signal $x(t)$ as its elements. This holds if $x(t)$ has a finite Fourier series representation, say $x(t) = \sum_{k=-K}^{K} c_k e^{2\pi i k t}$, which for instance applies to sampled signals. Likewise, it holds in the common situation where the URP itself is available only in digital form as a finite-sized matrix; in that case a sampled signal can be considered to have generated it.

The vector $w$ is determined by the matrix $W = w w^*$ up to a complex unimodular scalar. From the property $c_k = c_{-k}$, it follows that $w$ has additional structure which allows one to recover $w$ from $W$ up to a sign $\pm 1$. Spectral decomposition as achieved by singular value decomposition (SVD) offers a robust technique for this. The following two propositions make this explicit.

**Proposition 3.2.** Let $x(t)$ be a zero-mean real signal from our class, assumed to have a nonempty finite spectrum. Let $w$ be a vector containing the non-zero Fourier coefficients $c_k$, $k \in K_X$, in some specified order. Let $J$ be the associated permutation matrix which acts on $w$ by reversing the positions of each pair of entries $c_k$ and $c_{-k}$ for every $k \in K_X$. Define $W = w w^*$. Then:

1. $J^T = J^T.$
2. $w = J W.$
3. $x$ is an eigenvector of $W$ if and only if $Jx$ is an eigenvector of $W$ with the same eigenvalue.

**Proposition 3.3.** Let $W = w w^*$ be a nonzero Hermitian matrix as in **Proposition 3.2**, with $w$ containing the nonzero Fourier coefficients $c_k$ of the real signal $x(t)$ in some specified order, and $J$ the associated permutation matrix reversing each pair of coefficients $c_k$ and $c_{-k}$. Let the spectral decomposition of the matrix $W$ be given by $W = \lambda w u^*$, where $\lambda > 0$ is the positive real eigenvalue of $W$ and $u$ a corresponding eigenvector of unit norm. Then

$$w = \pm (\lambda u^* J J^T)^{1/2} u,$$

(11)

which specifies $w$ up to a sign $\pm 1$.

**Proposition 3.3** makes clear that the Fourier coefficients $c_k$ of $x(t)$ can all be computed, up to a joint sign $\pm 1$, directly from the SVD of the matrix $W$. The matrix $W$ has rank one and is Hermitian, so its singular vectors coincide with its eigenvectors, and what is needed to find $w$ is a normalized singular vector $u$ corresponding to the only non-zero singular value. The SVD achieves this in a numerically robust way. The rank-one property of $W$ can be exploited by numerical methods to help to improve accuracy, and it implies that the non-zero eigenvalue (singular value) $\lambda$ of $W$ equals $\text{trace}(ww^*) = \sum_{k \in \mathbb{Z}} |c_k|^2 = \int_{-\infty}^{\infty} x(t)^2 dt$ which is the energy of the signal $x(t)$. Using the 2D-Fourier transform of URP$^2_X(u, v)$, we have $\lambda = c_{x, 0, 0}^2 / (2M)$.

In this way, the problem of reconstructing $x(t)$ from URP$^2_X(u, v)$ is reduced to the equivalent problem of computing $W$ from URP$^2_X(u, v)$ or from $I_X(u, v)$. Eqn. (6) implies that the non-zero 2D-Fourier coefficients $I_{X, p, -q}$ can be collected in a matrix $I_X$ which can be factored as:

$$I_X = W \circ T.$$

(12)

Here $T$ has the entries $T_{p-q} = \langle T_{p-q}, T_0 \rangle = \langle T_p, T_q \rangle$ given by Eqn. (4) and $\circ$ denotes the Hadamard (i.e., entrywise) matrix product. The matrix $T$ depends solely on the embedding parameters $M$ and $\tau$ and carries all the connectivity information on the graph $G_X$. If $G_X$ happens to be a complete graph, then all the entries of $T$ are non-zero and Eqn. (9) can be used to find $W$. Otherwise $T_{p-q} = 0$ for some nodes $p$ and $q$, whence $I_{X, p, -q} = 0$ and $W_{p-q} = c_{p-q}$ cannot be computed directly. But from part (2) of **Theorem 2.1**, we have that the diameter of a connected graph $G_X$ is either 1 or 2. This is exploited in the following theorem.

**Theorem 3.4.** Let $x(t)$ be a zero-mean real signal from our class, assumed to have a nonempty finite spectrum. Let the embedding parameters $M$ and $\tau$ be given and let the matrices $I_X, W$ and $T$ be defined as described above. Define the non-negative matrix $S$ to have the entries

$$S_{p, q} = \|T_{p, q}\| = \begin{cases} M, & \text{for } (p-q) \tau \in \mathbb{Z}, \\ \frac{\sin(|\tau| \theta(p-q)\pi M)}{\sin(|\tau| \theta(p-q)\tau \pi)}, & \text{for } (p-q) \tau \notin \mathbb{Z}. \end{cases}$$

(13)

Also, define the matrix $I_X$ by $I_X := W \circ S$. Then it holds that

$$M \hat{I}_X \text{diag}(\hat{I}_X)^{-1} \hat{I}_X = W \circ S^2.$$
in which $\text{diag}(\hat{I}_X)$ denotes the diagonal matrix coinciding with $\hat{I}_X$ on its main diagonal.

The matrix $S^2$ is strictly positive if and only if the graph $G_X$ is connected.

Note that $S$ and $\hat{I}_X$ can be computed from $T$ and $\hat{I}_X$. The entries on the main diagonal of $\hat{I}_X$ are given by $\hat{I}_{X,p,p} = M|c_p|^2$, which are all real and strictly positive (for $p \in K_X$). They coincide with the entries of $\text{diag}(\hat{I}_X)$. As indicated, for a connected graph $G_X$ the matrix $S^2$ is strictly positive and the matrix $W$ can then be computed by elementwise division of $M\hat{I}_X\text{diag}(\hat{I}_X)^{-1}\hat{I}_X$ by $S^2$:

$$W_{p,q} = M(\hat{I}_X\text{diag}(\hat{I}_X)^{-1}\hat{I}_X)_{p,q}/(S^2)_{p,q}.$$  

(15)

Summary of the procedure to reconstruct a signal from a given URP, with known $M$ and $\tau$:

First one computes the 2D-FFT of the squared URP, URP$^2_{X}(u, v)$. This gives the 2D-Fourier coefficients $C_X$, from which the coefficients $I_X_{p,q}$ are directly obtained by Proposition 3.1. The coefficients $I_X_{p,q} = I_X_{x,p-q}$ follow by relabeling. The node set $K_X$ consists of all $k$ for which $I_{X,k,k} = M|c_k|^2$ is positive. (For practical purposes, a numerical tolerance can be set to decide on significant deviation from zero.) To verify unique reconstructibility of $x(t)$ from URP$^*_X$ (up to a sign), one may compute $h$ from $K_X$ and use Theorem 2.1.

From $M$, $\tau$ and $K_X$, the matrices $T$ and $S$ follow using Eqsns. (4) and (13) The matrix $I_X$ follows from $\hat{I}_X$ using $T$ and $S$. From $S$ the matrix $S^2$ is computed, of which all entries are strictly positive if and only if reconstructibility holds. Then $W$ follows by factoring $S^2$ from Eqn. (14) in Theorem 3.4, as indicated in Eqn. (15).

Finally, the SVD is used to compute the vector $w$ of nonzero Fourier coefficients $c_\ell$ of $x(t)$ (up to a sign), in accordance with Proposition 3.3, from which we finally build $x(t)$ itself.

To provide some insight about the numerical sensitivity of this entrywise division for small values of $(S^2)_{p,q}$, we have the following result.

**Proposition 3.5.** Let $\tau \in \mathbb{Q}\cap(0, 1)$ be represented as $\tau = \frac{p}{q}$, with $n$ and $d$ co-prime integers such that $d \geq 2$ and $n \in \{1, 2, \ldots, d-1\}$. Let $\delta$ be computed from $d$ as:

$$\delta = \begin{cases} \tan \left( \frac{\pi}{\max(a, b)} \right) & \text{if } d \text{ is even}, \\ 2\sin \left( \frac{\pi}{2d} \right) & \text{if } d \text{ is odd}. \end{cases}$$

(16)

(1) If $p$ and $q$ are two adjacent nodes in $K_X$, then:

$$S_{p,q} \geq \delta,$$

(17)

(2) If the graph $G_X$ is connected, then:

$$(S^2)_{p,q} \geq \delta^2.$$  

(18)

As the proof in the appendix shows, the value of $\delta$ in this proposition refines the easier to prove lower bound $\sin(\frac{\pi}{2d})$ of $S_{p,q}$. This improvement is particularly useful for small values of $d$. The bound in part (2) can also be used to set a threshold to test connectedness of $G_X$ numerically, by evaluating the entries of $S^2$. Typically the bounds provided here are not sharp, especially if $G_X$ has many nodes and each node pair $(p, q)$ is connected by many different paths of length 2.

4. Simulation experiments

To investigate robustness and sensitivity of the SVD-based reconstruction procedure proposed in the previous section, we have carried out a couple of simulation experiments. In each of these experiments we start from a known signal $x(t)$, treated as a periodic signal on $[0, 1]$, for which we record the frequency content. I.e., we determine the node set $K_X$ and also the value of $h$. Then we select embedding parameters $M$ and $\tau$, for which we determine the unthresholded recurrence plot URP$^X(u, v)$. Next, we add a disturbance to this URP to simulate an ‘observed’ URP, denoted URP$^*$, which we use to reconstruct a signal $\hat{x}(t)$ by the proposed method.

This reconstruction proceeds as described in the summary of the procedure given in the previous section, starting from URP$^*$. To determine a corresponding node set $K_X$, one must use a threshold, which can be set in various ways. In our experiments we did not aim to optimize this, but simply decided to choose $\hat{K}_X$ to consist of all $k$ for which $|c_k|^2$ exceeds $0.01\max(|c_\ell|^2 | \ell \in \mathbb{Z})$. (Then $\hat{h}$ can be computed from $\hat{K}_X$ and used to verify reconstructibility.)

The approximation $\hat{x}(t)$ which finally results can then be compared to the original $x(t)$ to assess the quality of the approximation, in view of the nature of the given signal, the selected embedding parameters, and the amount of noise added to the URP.

The embedding parameters in the next two experiments are chosen such that in the cases (A) and (B) the graph $G_X$ is connected and disconnected respectively. For a connected graph $G_X$ we may observe to which extent the reconstruction gets distorted as a result of the noise we introduced. When $G_X$ is disconnected, reconstruction is nonunique, but this may not properly be recognized when noise is added.

**Experiment 1: Reconstruction of a triangular signal with a narrow band spectrum.**

The periodic signal $x(t)$ of this experiment resembles a triangular wave. It is displayed, together with its discrete spectrum, in Fig. 2. It consists of 1000 samples, it is of zero mean and it has a narrow band spectrum with $S$ low frequencies only, with $K_X = \pm\{1, 3, 5, 7, 9\}$. The corresponding value of $h$ equals 2. It therefore holds that $x(t + \frac{1}{2}) = -x(t)$, for all $t$.

(A) For the embedding parameters $M = 4$ and $\tau = 0.200$ the URP of the signal is given in Fig. 3(A). For these parameters $hM\tau = 1.600 \notin \mathbb{Z}$, so that $G_X$ is connected and $x(t)$ is uniquely reconstructible (up to a sign) from URP$^X$. The disturbance applied to this (true) URP was chosen to consist of normally distributed white noise of zero mean and a small standard deviation given by $\sigma = 0.008\max(\text{URP}_X)$. The observed URP does not visibly differ from the true URP. The reconstructed signal $\hat{x}(t)$ is displayed in Fig. 4(B) (in blue) together with the original signal $x(t)$ (in red) and the mismatch between both (in green). The corresponding node set $\hat{K}_X$ was obtained as $\hat{K}_X = K_X \cup \{112\}$ with $\hat{h} = 1$.

(B) For the embedding parameters $M = 4$ and $\tau = 0.125$, the graph $G_X$ is disconnected so that unique reconstruction of $x(t)$ is impossible and the estimate $\hat{x}(t)$ will be unreliable. The resulting URP is given in Fig. 3(B). The disturbance applied to this (true) URP was again chosen to consist of normally distributed white noise of zero mean and the small standard deviation $\sigma = 0.008\max(\text{URP}_X)$. The observed URP again does not visibly differ from the true URP. The reconstructed signal $\hat{x}(t)$ is displayed in Fig. 4(B) (in black) together with the original signal $x(t)$ (in red, largely overlaid) and the mismatch between both (in green). The corresponding node set $\hat{K}_X$ was in this case obtained as $\hat{K}_X = K_X \cup\{430\}$ for which $\hat{h} = 1$. Note that $hM\tau = 0.500 \notin \mathbb{Z}$, which indicates connectedness of $G_X$ and unique reconstructibility of $x(t)$ during the reconstruction procedure.

We conclude that the proposed method in case (A) allows the signal $x(t)$ to be reconstructed with high accuracy from the lightly disturbed URP. In case (B), the value $\tau = 0.125$ is unwanted, as it corresponds to $G_X$ being disconnected. The chosen threshold for determining $\hat{K}_X$ in this case is too low, causing frequencies introduced by the disturbance to be included in the reconstruction and
disconnectedness of $G_X$ not to be recognized. The resulting approximation $\hat{x}(t)$ is inaccurate (though the URPs are highly similar). This emphasizes the need to determine $\tilde{K}_X$ and $\tilde{h}$ more conservatively.

**Experiment 2: Reconstruction of an ECG-like signal with a broad band spectrum.**

The signal $x(t)$ of this experiment resembles an ECG signal. It is displayed, together with its discrete spectrum, in Fig. 5. As in the previous experiment, it consists of 1000 samples. It was filtered to have zero mean and a broad band spectrum with 45 frequencies, whence $K_X = \pm\{1, 2, \ldots, 45\}$. The corresponding value of $h$ equals 1.

(A) For the embedding parameters $M = 5$ and $\tau = 0.010$ the URP of the signal is given in Fig. 6(A). For these parameters $hM\tau = 0.05 \not\in \mathbb{Z}$, so that $G_X$ is connected and $x(t)$ is uniquely reconstructible (up to a sign) from URPsX. The disturbance applied to this (true) URP was chosen to consist of normally distributed white noise of zero mean and a very small standard deviation: $\sigma = 0.0006 \max(URPs_X)$. The observed URP does not visibly differ from the true URP. The reconstructed signal $\hat{x}(t)$ is displayed in Fig. 7(A) (in blue) together with the original signal $x(t)$ (in red) and the mismatch between both (in green). The corresponding node set $\tilde{K}_X$ was obtained as $\tilde{K}_X = K_X \cup \{-71, 72, 107, 167, 170, 215, 289, 479, 490\}$ with $\tilde{h} = 1$.

(B) For the embedding parameters $M = 5$ and $\tau = 0.200$, the graph $G_X$ is disconnected so that unique reconstruction of $x(t)$ is impossible and the estimate $\hat{x}(t)$ will be unreliable. Avoiding this choice of $\tau$, we set it to the nearby value $\tau = 0.199$ (requiring $\tau$ to be a multiple of $1/1000$ to deal with delays of the sampled signal in a convenient way). The resulting URP is given in Fig. 6(B). Now $hM\tau = 0.995 \not\in \mathbb{Z}$, so that $G_X$ is again connected and $x(t)$ is uniquely reconstructible (up to a sign) from URPsX. The disturbance applied to this (true) URP was again chosen to consist of normally
distributed white noise of zero mean and the small standard deviation \( \sigma = 0.0006 \max(\text{URP}_X) \). The observed URP again does not visibly differ from the true URP. The reconstructed signal \( \hat{x}(t) \) is displayed in Fig. 7(B) (in blue) together with the original signal \( x(t) \) (in red, largely overlayed) and the mismatch between both (in green). The corresponding node set \( \tilde{K}_X \) was in this case obtained as \( \tilde{K}_X = K_X \cup \pm \{195\} \) for which \( \bar{n} = 1 \).

We conclude that the proposed method in both cases allows the signal \( x(t) \) to be reconstructed with high accuracy from the lightly disturbed URP. The value \( \tau = 0.199 \) near the unwanted value \( \tau = 0.200 \) does not exhibit any particular difficulties. (In additional experiments, not shown here, we investigated the effect for values of \( \tau \) closer to 0.200 by resampling the continuous-time signal \( x(t) \) at the corresponding delayed values. This indicated that effects do indeed become significant when \( \tau \) approaches 0.200 as expected, but for this to show, the difference should be much smaller than 1/1000.)

5. Multi-level recurrence plots

One way to study the information content of RPs is by interpreting them as URPs subjected to (large) disturbances, as induced by the binary discretization resulting from application of the Heaviside function. From this point of view it is natural to also study what happens when a URP is discretized using multiple thresholds instead of just one (as used for RPs). Intuitively, such a multi-level recurrence plot (MRP) may carry far more information than an RP. Depending on the number of threshold levels used, it may also allow for a more accurate reconstruction of the underlying signal. In this section we will briefly sketch such a reconstruction procedure, using the same robust SVD approach described for the
reconstruction of signals from URP s subject to disturbances. Formally, for given embedding parameters and for L threshold levels \( \varepsilon_1 < \ldots < \varepsilon_L \), we introduce the MRP for a signal \( x(t) \) as:

\[
\text{MRP}_X(u, v) = \sum_{\ell=1}^{L} (\varepsilon_{\ell} - \varepsilon_{\ell-1}) \Theta (\text{URP}_X - \varepsilon_{\ell}),
\]

where \( \varepsilon_0 := 0 < \varepsilon_1 \) and \( \varepsilon_L < \max(\text{URP}_X) \). For example, these levels may be chosen to be equidistant or such that their corresponding level sets partition the square domain \([0, 1] \times [0, 1]\) of the URP into \( L + 1 \) subsets of equal area. Note that \( \text{MRP}_X(u, v) = \varepsilon_1 (1 - \text{RP}_X(u, v)) \) for the special case with \( L = 1 \). Also note that an MRP includes the combined information of all the RP s corresponding to the \( L \) threshold levels \( \varepsilon_1, \ldots, \varepsilon_L \).

To investigate the information content of an MRP we have carried out two simulation experiments which start from a known zero mean periodic signal \( x(t) \) on \([0, 1]\). Next we select embedding parameters \( M \) and \( \tau \), for which we determine the unthresholded recurrence plot \( \text{URP}_X \). Then, for a given set of levels \( \varepsilon_1, \ldots, \varepsilon_L \) we compute \( \text{MRP}_X \) from \([19]\). As described in the previous section we reconstruct a signal \( \hat{x}(t) \) from \( \text{URP}_X \).

In our experiments we consider the signal \( x(t) = 6\cos(2\pi t) - 8\sin(2\pi t) + 2\cos(4\pi t) - 4\sin(4\pi t) \), which consists of 1000 samples. The corresponding node set is \( K_X = \pm\{1, 2\} \) with \( h = 1 \). Its URP is generated for the embedding parameters \( M = 4 \) and \( \tau = 0.167 \). For these parameters \( hM\tau = 0.668 \notin \mathbb{Z} \), so that \( G_X \) is connected and \( x(t) \) is uniquely reconstructible (up to a sign) from URP s. The signal \( x(t) \) and the unthresholded recurrence plot \( \text{URP}_X \) are displayed in Fig. 8(i).

(A) For the five equidistant levels \( \varepsilon_1, 2\varepsilon_1, 3\varepsilon_1, 4\varepsilon_1, 5\varepsilon_1 \) for which \( 6\varepsilon_1 = 32.983 \) equals the maximum of the URP, the MRP and the reconstructed signal \( \hat{x}(t) \) are displayed in Fig. 8(ii) (in blue) together with the original signal \( x(t) \) (in red) and the mismatch between both (in green).

(B) For the level \( \varepsilon_1 = 5.568 \) the RP and the reconstructed signal \( \hat{x}(t) \) are displayed in Fig. 8(iii) (in blue) together with the original signal \( x(t) \) (in red) and the mismatch between both (in green). Recall that an MRP with one level is related to the corresponding RP as \( \text{MRP}_X(u, v) = \varepsilon_1 (1 - \text{RP}_X(u, v)) \). This level is chosen such that the recurrence rate (RR or REC) does not exceed 10%, see [3]. The recurrence rate is an RQA quantity which is defined as the percentage of black points in an RP.
6. Conclusions and discussion

When recurrence plot analysis is used to investigate properties of signals, through time-delay embedding with parameters M and τ, it is important to know which information is preserved in RPs. For URPs, this question can be answered for signals which have a finite Fourier series representation, as worked out in [1] and Section 2. However, the fact that information is preserved does not mean that it is easily recovered: the inverse problem of computing x(t) from its URP may be ill-conditioned, for instance depending on the choice of embedding parameters. Likewise, for binary RPs, which are obtained from URPs by a simple discretization step, we have that they may also be viewed as the result of a (severe) disturbance applied to the URP. In this paper we have chosen to investigate these issues by studying how well signals can be recovered from disturbed URPs.

In Section 2 we presented a new and explicit characterization of connectedness of G_X and, in the course of deriving it, we established that the diameter of a connected graph G_X always equals 1 or 2. This new characterization shows for each choice of M precisely which values of τ will cause disconnectedness. For such values, the URP will not be maximally informative and in choosing the embedding parameters we typically want to avoid them. We illustrated these results with a couple of examples.

In Section 3 it was found that the 2D-Fourier series of URP^2 consists of coefficients with a special structure that can be exploited to compute x(t). The coefficients are used to calculate a square matrix I_X which is the Hadamard product I_X = W ⊗ T of a rank-one matrix W (determined by the non-zero Fourier coefficients of x(t)) and a known matrix T (depending entirely on M and τ). The matrix T allows for the determination of connectedness of G_X. If connectedness holds, then, using the property that the diameter is at most 2, T can be factored from I_X to obtain W. With singular value decomposition, the Fourier coefficients of the signal x(t) can then be computed from W in a numerically robust way.

In Section 4 we discussed two simulation experiments to demonstrate this procedure. We briefly analyzed robustness against noise of the reconstruction procedure, by adding noise to a URP before reconstruction. We also investigated sensitivity of the reconstruction near values of τ for which disconnectedness of G_X occurs.

In Section 5 we performed experiments to study the impact of truncation on URPs, such as applied when computing RPs. There we introduced the ‘multi-level recurrence plot’ (MRP) and we illustrated that an MRP with only a limited number of discretization thresholds can sometimes preserve significantly more information than an RP, while still achieving a high compression rate compared to a URP. In [11] we have shown that knowing the URP along a finite number of well-chosen different curves, one of them being a contour line such as used in constructing an RP, is in general sufficient to determine the URP completely. Intuitively it is likely that a sufficient number of threshold levels provides contours with a similar property (i.e., preserving the information on the signal x(t) up to a sign), motivating the future use of MRPs. When curves are restricted to be diagonals, such as used for analysis in RQA, we expect similar properties to hold as indicated in [11].

Regarding MRPs, a couple of research questions remain open for future investigation. (1) How to select an adequate number of thresholds; and also: which threshold values should be chosen to construct MRPs with maximal information content? (2) To quantify patterns that occur in RPs, several measures have been proposed in the literature, see e.g. [3], that are currently used in RQA. For MRPs an important question concerns the generalization of these measures for use with MRPs.

Appendix A. Proofs

Proof of Theorem 2.1. (A) Suppose τ ≠ Q. Then for all (p, q) ∈ P we have (p−q)Mτ ≠ Z so p and q are adjacent. Hence G_X is a complete graph (i.e.: connected with diam(G_X) = 1). See also [1, Corollary 3.5, part (1)].

(B) Suppose τ ∈ Q. Then it can be uniquely written as τ = m / ℓM for (n, d) a co-prime pair of positive integers. (Here d > 1 and n ∈ {1, . . . , d − 1} because τ ∈ (0, 1).) For Mτ there also exists a unique representation Mτ = m / ℓ with (m, ℓ) co-prime. Now τ can be written as

τ = m / ℓM.

Then any pair of nodes (p, q) ∈ P is non-adjacent iff {[(p−q)m] / ℓM} ∨ {[(q−p)m] / ℓM}, which equivalently holds iff {[(p−q)m] / ℓM} ∨ {[(q−p)m] / ℓM} because of co-primness of (n, d) and (m, ℓ).

(B.1) Suppose that ℓ does not divide h. Then there exists (u, v) ∈ P for which u − v is not divisible by ℓ. (If for all (u, v) ∈ P it held that ℓ divides u − v, then ℓ divided h because of the definition of h, contradicting our assumption.) Should ℓ divide both p − u and p − v then it also divides their difference u − v, which it does not. Hence there is a node r for which p − r is not divisible by ℓ (at least one of the two nodes u and v will do), implying that p and r are adjacent. If (p, q) ∈ P is a non-adjacent pair of nodes, then ℓ divides p − q. In this case q − r = (p − r) − (p − q) is again not divisible by ℓ, so that q and r are adjacent. Therefore there is a path of length 2 from p to q via r.

It follows that any two nodes are either adjacent or connected by a path of length 2, i.e., the graph G_X is connected and diam(G_X) ∈ {1, 2).

(B.2) Suppose that ℓ divides h. Then denote f = ℓ / h thence h = ℓf and f ∈ N. Also, let m_1 and M_1 be the unique positive integers such that m_1 / ℓM_1 = (m_1, ℓ) co-prime. Note that τ = m / ℓM = m / ℓM_1 with (m, ℓ) and (m_1, ℓ_1) both co-prime, whence also (m_1, ℓM_1) is co-prime. Therefore n = m_1 and d = ℓM_1.

Because of the definition of h, for every (p, q) ∈ P there exists a positive integer k such that p − q = kh. Now p and q are adjacent iff \{k(ℓM_1) / ℓM_1\} ∈ Z ∨ \{k(ℓM_1) / ℓM_1\} ∉ Z. The latter of these two conditions is never satisfied since \(\frac{k(ℓM_1)}{ℓM_1}\) = kℓm, which is integer. Therefore adjacency holds iff \(\frac{k(ℓM_1)}{ℓM_1}\) ∈ Z, which holds iff \(\frac{k}{ℓ}\) ∈ Z (because (m_1, ℓ_1) is co-prime).

(B.2.1) Suppose that M_1 divides f. Then all (p, q) ∈ P are adjacent and G_X is a complete graph.

(B.2.2) Suppose that M_1 does not divide f. Then we may write \(\frac{k}{ℓ}\) = \(\frac{k}{ℓ}\) in a unique way with (g, ℓM_2) co-prime. This also implies that M_2 > 1. Then \(\frac{k}{ℓ}\) is integer if \(\frac{k}{ℓ}\) is integer, i.e., iff \(\frac{p-\pi}{ℓM_2}\) is integer. So it then holds that p and q are adjacent iff p and q belong to the same equivalence class modulo ℓM_2. If there were only one such equivalence class in K_X, then ℓM_2 was a divisor of every value p − q in D. Since M_2 > 1, this would contradict the definition of h. This shows that in K_X there are at least two different equivalence classes modulo ℓM_2.

Hence, in this case the graph G_X is disconnected. The number of different connected components of G_X equals the number of (non-empty) equivalence classes of K_X modulo ℓM_2 and every connected component constitutes a complete subgraph of G_X.
Note that \( \frac{\tau}{m} \) is integer iff \( \frac{n}{m} \) is integer, since the latter expression is the condition from which the former is derived for the case (B.2.2). Therefore the number of different connected components is also equal to the number of (non-empty) equivalence classes of \( K_X \) modulo \( d \), in agreement with [1, Corollary 3.5, part (5)].

(C) The cases (A), (B.1), (B.2.1) and (B.2.2) are mutually exclusive and cover all possible situations. \( G_X \) is connected for the cases (A), (B.1) and (B.2.1), with \( \delta_x \in \{1,2\} \), which shows statement (2). Also, \( G_X \) is disconnected if and only if case (B.2.2) applies, i.e.: \( \tau \) is rational and \( \ell \) divides \( h \) and \( M_1 \) does not divide \( f \). Then \( hM_2 = fM_3 \in \mathbb{Z} \), which shows that \( \tau \) is an integer multiple of \( \frac{1}{m} \).

Conversely, if \( \tau \) is an integer multiple of \( \frac{1}{m} \), then it is rational and there exists a positive integer \( n_1 \) such that \( \tau = \frac{n_1}{m} \), whence \( M_1 = M_1 \). The definition of \( m \) and \( \ell \) is such that \( \frac{n_1}{m} = \frac{n_1}{m} \), \( (m, \ell) \) co-prime. This shows that \( \ell \) divides \( h \). With \( h = h \) we also have \( n_1 = n_1 \). Now \( \tau = \frac{n_1}{m} = \frac{n_1}{m} \), \( (m, m_1) \) co-prime. Then \( \tau \) is not an integer multiple of \( \frac{1}{m} \) if \( \frac{n_1}{m} \) is not integer, \( m_1 \) does not divide \( f \). Thus case (B.2.2) applies and \( G_X \) is disconnected. This shows that \( G_X \) is disconnected iff \( [hM_2 \in \mathbb{Z}] \land [h \notin \mathbb{Z}] \), which proves statement (1). \( \square \)

**Proof of Proposition 3.3.** Using the fact that \( X(t) \) is real, it follows that \( U_{R}^{d}(u,v) = (X(u) - X(v), X(u) - X(v)) = X(u,v) - 2IX(u,v) + X(v,v) \). The 2D-Fourier coefficients of the term \(-2IX(u,v)\) follow from Egn. (6). Note that \( l_{X,p} = l_{X,q} = 0 \) for all \( p \) and \( q \), because \( c_0 = 0 \).

Also, \( l_{X}(u,v) = \sum_{q_{\in \mathbb{Z}}} c_q e^{2\pi i (p-q)u} \), in which \( \langle T_p, T_q \rangle = \langle T_p, T_q \rangle \) for \( p \neq q \) and \( 0 \). If \( X(u,v) = \sum_{q_{\in \mathbb{Z}}} c_q e^{2\pi i (p-q)u} \), the contribution of the term \( l_{X}(u,v) \) is computed likewise to involve only the coefficients \( c_{q \in \mathbb{Z}} \) of similar amounts.

To obtain the given expressions for \( C_{X,p,q} \) in terms of the coefficients \( l_{X,p,q} \), note that \( \sum_{q_{\in \mathbb{Z}}} c_q e^{2\pi i (p-q)u} \) for \( c_k \in \mathbb{C} \) for a real signal, the expression for the case \( p \neq 0 \) and \( q \neq 0 \) follows. The other cases are obtained likewise.

Finally it is remarked that the coefficients \( C_{X,p,q} \) are well-defined, because for every \( r \in \mathbb{Z} \), the summation \( \sum_{q_{\in \mathbb{Z}}} c_q e^{2\pi i q \tau} \), for all \( q_{\in \mathbb{Z}} \) converges, since we are dealing with \( L^2 \)-functions on \( (0,1) \). \( \square \)

**Proof of Proposition 3.2.** (1) Clearly, \( J \) equals its own inverse as a result of its definition. Since every permutation is orthogonal, \( J^{-1} = J \).

(2) Because \( c_k = \bar{c}_{-k} \), the definition of \( J \) is such that \( Jw = \bar{w} \).

(3) Let \( x \) be an eigenvector of \( W \) with eigenvalue \( \lambda \), whence \( WW^*x = \lambda x \). Using parts (1) and (2) it holds that \( JwW^*Jx = Jx \lambda \) and equivalently \( WW^*J = J \lambda \). Because every eigenvalue of a Hermitian matrix is real, \( \lambda \) is real. Complex conjugation therefore gives: \( WW^*J = J \lambda \). Finally, note that \( J(Jx) = x \). \( \square \)

**Proof of Proposition 3.3.** Because \( W \) is Hermitian and positive semi-definite and nonzero (hence of rank one), \( \lambda \) is the unique eigenvalue of \( W \) which is real and positive. The vector \( u \) is a corresponding normalized eigenvector of \( W \), which determined up to a unimodular scalar factor. The vector \( w \) is also an eigenvector, with eigenvalue \( w^*w \). Hence \( \lambda = w^*w \) and \( \alpha = \sqrt{\lambda} u \) for some unimodular scalar \( \alpha \).

Now: \( w = Jw \) gives \( \alpha \sqrt{\lambda} u = \bar{\alpha} \sqrt{\lambda} J^*u \), which is equivalent to \( \alpha^2 u = J^*u \), whence \( \alpha^2 = J^*u \). This shows that \( \alpha = \pm \sqrt{u^* J^*u} \) \( \frac{1}{2} \) which fixes \( \alpha \) and \( w \) up to a sign \pm 1, as claimed. \( \square \)

**Proof of Theorem 3.4.** Note that \( \hat{1}_X = M = \hat{1}_K^2 \). Since the indices \( k \) are restricted to \( K_x \), this is strictly positive and \( \text{diag}(\hat{1}_X)^{-1} \) exists. The entries of \( \text{diag}(\hat{1}_X)^{-1} \) are given by:

\[
\hat{1}_X = m = aw \eta \]
Then the denominator has the upper bound \( \sin\left(\frac{\pi}{2} - \frac{\pi}{2d}\right) = \cos\left(\frac{\pi}{2d}\right) \), for which:

\[
f(k) \geq \frac{\sin\left(\frac{\pi}{2}\right)}{\cos\left(\frac{\pi}{2d}\right)} = 2 \sin\left(\frac{\pi}{2d}\right),
\]

as claimed in part (1). If \( d \) is even, hence \( d \geq 4 \), the difference is at least \( \frac{\pi}{d} \). Now the denominator has the upper bound \( \sin\left(\frac{\pi}{2} - \frac{\pi}{d}\right) = \cos\left(\frac{\pi}{d}\right) \), for which:

\[
f(k) \geq \frac{\sin\left(\frac{\pi}{d}\right)}{\cos\left(\frac{\pi}{d}\right)} = \tan\left(\frac{\pi}{d}\right),
\]

as claimed in part (1) too.

For part (2), observe that \( (S^2)_{p,q} = \sum_{k \in K} S_p,k S_k,q \). In view of Theorem 2.1 and because each term in this sum is nonzero if and only if there is a path of length 2 from \( p \) to \( q \) via \( k \), together with the bound of part (1) the claim of part (2) follows. \( \Box \)
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