Three-dimensional models of natural geological fold systems established by photogrammetry are quantified in order to constrain the processes responsible for their formation. The folds are treated as nonlinear dynamical systems and the quantification is based on the two features that characterize such systems, namely their multifractal geometry and recurrence quantification. The multifractal spectrum is established using wavelet transforms and the wavelet transform modulus maxima method, the generalized fractal or Renyi dimensions and the Hurst exponents for longitudinal and orthogonal sections of the folds. Recurrence is established through recurrence quantification analysis (RQA). We not only examine natural folds but also compare their signals with synthetic signals comprising periodic patterns with superimposed noise, and quasi-periodic and chaotic signals. These results indicate that the natural fold systems analysed resemble periodic signals with superimposed chaotic signals consistent with the nonlinear dynamical theory of folding. Prediction based on nonlinear dynamics, in this case through RQA, takes into account the full mechanics of the formation of the geological system.

This article is part of the theme issue ‘Redundancy rules: the continuous wavelet transform comes of age’.
1. Introduction

When layered rocks are shortened during tectonic events, the most obvious structures formed are folds. Folding of layered rocks causes a change in geological structure that can lead to a fundamental modification of the mechanical and hydraulic properties of the rock mass across several orders of magnitude in length—typically from the millimetre to the kilometre scale. The understanding of how, why and on which scale folding occurs therefore has fundamental implications for problems in geology and engineering, including prediction of the form and location of hydrocarbon accumulations [1], salt domes [2], groundwater flow [3], mineralization [4,5] and rock slope stability [6–8].

The buckling phenomenon which generates these folds is important mathematically and has received considerable attention over the past decades [9–18]. It involves the shortening of a layered material.

The buckling process itself has generally been described in a form of Swift–Hohenberg equation:

\[ \alpha \frac{\partial^4 w}{\partial x^4} + \beta \frac{\partial^2 w}{\partial x^2} + f(w) = 0, \]

where \( w \) is the deflection of the layer, \( x \) is a distance from some origin along the layer and \( f(w) \) is a function which describes the resistance exerted by the matrix on the deflecting layer. If \( f(w) \) is linear, then one solution to the Swift–Hohenberg equation is \( f(w) = \sin x \). However, in this case, because the system is linear, any superposition of periodic functions \( (A \sin x + B \cos x) \) is also a solution to the equation. An important contribution was made by Biot [19] in showing that one wavelength (the dominant wavelength) grows faster than all others, so that the finite-time solution to the linear equation is always periodic. Some [20,21] have claimed that irregularities observed in natural folds arise because the dispersion function is not strongly peaked and many of the periodic or quasi-periodic\(^1\) solutions possible for the linear Swift–Hohenberg equation are preserved in nature.

However, localized folds arising from nonlinearity form in a fundamentally different way than the Biot wavelength selection process [9–18]. If \( f(w) \) is not linear, then there are an indefinite number of solutions to the Swift–Hohenberg equation, many of them localized [10–14,16]. Hence, for the nonlinear system, departures from periodicity are to be expected, independently of the presence of initial imperfections or of the development of a broad dispersion function. In the nonlinear system, the energy landscape consists of a number of intertwined surfaces and the evolving buckling system can jump from one of these surfaces to another so that in some instances the layer does not buckle simultaneously everywhere as predicted from the linear Biot theory but undergoes sequential fold development [18,22–26]. The very first solution (as the amplitude starts to grow) is a Biot solution [9]. There is then a very early bifurcation that leads to a localized solution. From then on, the system switches from one energy branch to another, adding new localized deflections to each bifurcation. Thus, one might expect the final system to be a Biot solution (that is, periodic) with many superimposed chaotic packets.

This paper explores the geometry of some natural three-dimensional folds in order better to understand the dynamics associated with these systems. As the general nonlinear system may be chaotic, we expect natural folds to exhibit many of the features of nonlinear dynamical systems. This includes, in particular, the development of multifractal geometries and recurrence phenomena. By ‘chaotic’ in this context, we mean systems that are deterministic, of finite size and whose behaviour is sensitive to initial conditions. Beck & Schlogl [27] point out that, because the attractor for chaotic systems comprises an indefinite number of singularities, multifractal geometry is a natural consequence as an expression of the entropy of the system. Poincaré [28] pointed out that, for any nonlinear dynamical system, the trajectories in phase space that describe the evolution of the system must repeatedly become arbitrarily close to each other, thus resulting in recurrence [29].

\(^1\)We use quasi-periodic in its strict mathematical sense to mean functions of the form \( y = A \sin x + B \cos x \), where the ratio \( A/B \) is an irrational number.
We have prepared three-dimensional models of natural fold systems using photogrammetry and we explore the multifractal geometry using the wavelet transform modulus maxima (WTMM) method [30–34] and recurrence quantification [29,35–37] in order to delineate the dynamics of naturally folded systems. We show for comparison numerical results of quasi-periodic signals and Hénon mappings. The property of interest with the Hénon low two-dimensional mapping, as well as its mechanical underpinning, is its possession of a strange attractor, of interest to geology and naturally occurring fold systems because it was suggested that they may display spatial chaos in their geometry [8,38]. The Lorenz model and its strange attractor, the basis for weather exploration, is associated with three- or higher-dimensional dynamical systems [27].

2. Methods

(a) Tools

The tools required for analysis must be able to discriminate between patterns arising from linear and from nonlinear processes. The characterization of nonlinear systems in terms of multifractal geometry and recurrence in the dynamics constitutes an important toolbox for many physical, chemical, biological [34,39], geological [40–45] and climate [29,46–48] systems.

In the linear case, Fourier analysis describes the distribution of wavelengths (or frequencies) of superimposed periodic signals; the law of superposition holds for the description of the patterns in terms of sine and cosine, that is, as a sum of trigonometric functions. A fundamental frequency may be determined, with integer multiples of this frequency being understood as harmonics. Such a process has been used to attempt to describe as well as analyse the shapes of folded rocks [26,49–51]. The general determination of recurrence, however, describes the distribution of wavelengths of any type of signal, non-periodic, that is, signals for which the law of superposition does not hold, as well as periodic. The wavelet transform approach allows determination of such non-integer multiples of frequencies in a signal. The attractor for a periodic system is always a regular torus. The distribution of singularities on the attractor is ‘smooth’ and the resulting singularity spectrum for a perfect sine curve is a single point. The attractor for a non-periodic system is more complicated; the distribution of singularities on the attractor when considered within the framework of statistical mechanics [27] results in a multifractal singularity spectrum.

(b) Wavelet transform modulus maxima method

(i) Background

The WTMM method was introduced in the 1990s [30–33,52] to address limitations of the box-counting and structure-function methods in testing various multiplicative cascade models and exploring velocity fluctuations in turbulence data analysis [34]. The box-counting method has been much developed for exploration of scaling laws in geology, including ore deposit distributions [53–59], mineral prospectivity [60–63], ore resource estimation [64] and assessing the relationship between ore grade and tonnage [65]. Ord et al. [66] began to develop a model of a mineralizing system as an open flow reactor operating far from equilibrium given a continuing supply of reactants and energy, with Lester et al. [67] exploring the processes leading to the efficient mixing of fluids and the consequences for producing multifractal ore-grade distributions. Lester et al. [67] first introduced the work of Arneodo et al. [52] to understanding mineralizing systems, noting their use of wavelet analysis with a thermodynamic foundation. Arneodo et al. [52] (see also [68]) show that it is possible to extract from data some information on the nature of the dynamical system responsible for the data, in particular, the origin of the multiplicative hierarchical structure of some multifractals. Such studies, therefore, hold the potential for increasing the understanding behind ore-grade distributions and in particular discovering if there is intrinsic structural order underlying what appears to be an irregular distribution of ore grades.
rather than simply restricting one’s considerations as to whether the ore distribution is spatially isotropic or anisotropic. This approach has since been developed by Ord et al. [41] and Munro et al. [44], with Munro et al. [44] concluding that wavelet-based analysis of routinely acquired hyperspectral reflectance signals is effective for quantifying the dynamical organization of downhole primary mineralization, host rock alteration, and vein and breccia infill mineralogy, and for comparing and contrasting the dynamic associations within the different mineralogies.

Hobbs & Ord [40] enlarge the concept to include deforming rocks in general, using wavelet transforms for quantification of deformation/metamorphic fabrics and patterns, including the distribution of mineral phases, the crystallographic preferred orientations developed during deformation, the geometry of fracture and vein networks, and the shapes of folds at all scales. They provide initial wavelet analyses, which are both fast and convenient, including the wavelet scalogram (two- and three-dimensional) for orthogonal sections across deformed quartzites, across computational models for shearing, and across fold structures. They also comment on the Legendre transform and its usefulness in expressing the relationships between the singularity spectrum and a measure of the scaling exponent for the generalized fractal dimension [52] and thermodynamic potentials.

(ii) Details

In exploring multifractal geometries, it is convenient to define the generalized fractal dimension, \(D_q\), which is related to the scaling exponent for the \(q\)th moment of the measure \(\mu\). If we have a set of measures, say the concentration of a chemical component such as Ca distributed over a fabric, we define the \(q\)th moment (or partition function) \(Z(q, \varepsilon)\) for the box size \(\varepsilon\) as [69]

\[
Z(q, \varepsilon) = \sum_{i=1}^{N(\varepsilon)} \mu_i^q(\varepsilon).
\]  

Then we can also define \(\tau(q)\) as

\[
\tau(q) = \lim_{\varepsilon \to 0} \frac{\ln Z(q, \varepsilon)}{-\ln \varepsilon}.
\]  

The generalized fractal or Renyi dimensions \(D_q\) are given by

\[
\tau(q) = D_q(1 - q).
\]  

In the limit \(\varepsilon \to 0^+\), \((q, \varepsilon)\) behaves as a power law,

\[
Z(q, \varepsilon) \sim \varepsilon^{-\tau(q)}.
\]  

The relationships between the \(f(\alpha)\) singularity spectrum, \(q\) and the \(\tau(q) = (1 - q)D_q\) spectrum are given [52] by

\[
q = \frac{df(\alpha)}{d\alpha},
\]

\[
\frac{d^2f(\alpha)}{d\alpha^2} < 0
\]

and

\[
\tau(q) = qa - f(\alpha).
\]

A discussion of the WTMM formalism is given in Hobbs & Ord ([40], pp. 235–239).

The parameters are obtained from decomposing a signal, \(\hat{s}\), into space-scale contributions which are defined by the analysing wavelet, \(\psi\). Successive derivatives of the Gaussian function,

\[
\psi(x) = g^{(N)}(x) = (-1)^{N+1} \frac{d^N}{dx^N} \left[ \exp \left( -\frac{x^2}{2} \right) \right],
\]

represent a class of commonly used wavelets. Wavelets \(g^{(2)}\), otherwise known as the Mexican hat wavelet courtesy of its evocative shape (figure 1a), and \(g^{(3)}\) (figure 1b) are used in the analyses represented here. The chosen wavelet (the ‘mother’ wavelet) is scanned across the image, with
ψ contracted or expanded by successive scales \( a \). The wavelet transform (WT) is defined as the convolution of \( \hat{\psi} \) with \( \hat{s} \), providing the wavelet coefficient at the scale \( a \) and around the point \( x = b \), for \( b \) a space parameter, \( a > 0 \) the scale parameter, and \( \hat{\psi} \) the complex conjugate of \( \psi \). The wavelet transform thus reflects the local behaviour of the signal. Figure 2a shows a signal, in this case representing the height of a rock along a single transect. The Mexican hat wavelet was scanned across the data, for \( b = 0–1250 \), represented by the \( x \)-axis in figure 2b, and scale \( a \) from 0 to 32, represented by the \( y \)-axis in figure 2b. The magnitude of the wavelet coefficient at each point \((x, y)\) for each \( b \) and for each \( a \) is represented by a point of colour in figure 2b, with blue representing low magnitudes and red representing high magnitudes. See appendix A for further details. The partition function (which relates macroscopic properties to the microscopic details of a system) is then evaluated at each point \((b, a)\) (or \((x, y)\)) of the wavelet transform with only the maximum terms noted (figure 2c), the ‘modulus maxima’ method. The \( q \)th-order moments \( M(a, q) \) are calculated through a wavelet-based moment function \( M(a, q) = \sum_i |T(a, b_i)|^q \), where \( |T(a, b_i)| \) is the \( i \)th WTMM found at scale \( a \). Such partitioning for a multifractal object results in a function with power-law behaviour, \( M(a, q) \propto a^{\tau(q)} \). Application of the Legendre transform simply changes the independent variables in this function by application of the product rule. It converts from a function of one set of variables to another function of a conjugate set of variables. This results in this case in definition of the function \( f(\alpha) \) (figure 2d), the dimension spectrum of the fractal set with a particular singularity strength \( \alpha \), \( f(\alpha) = \min_q (q\alpha - \tau(q)) \), thus characterizing the multifractal system being explored.

(iii) Application

The LastWave© software [34] (LastWave 3.1, ©1998–2008 E. Bacry, lastwave@cmap.polytechnique.fr) has been used here to calculate various measures of the singularity spectrum (see also table 3), including the box dimension \( D_0 \) (where the subscript is the value for \( q \) described above), the information dimension \( D_1 \), the correlation dimension \( D_2 \), and \( D_\infty \) and \( D_{-\infty} \), using as analysing wavelet the successive derivatives of the Gaussian function (in general \( g^{(2)} \) or \( g^{(3)} \) as noted). The maximum range of \( q \) explored was from \(-40 \) to \(+40 \). In general the singularity spectra were symmetric in form, in contrast to asymmetries observed in the minerals and elements observed in rock drill core [44]. The wavelet scalogram (derived from MATHEMATICA© as well as from LastWave) is particularly useful for comparison of details of the strength of the spectrum at varying scales.

\[
\begin{align*}
\psi(x) &= g^{(2)} = -\frac{d^2}{dx^2} \exp(-x^2/2) \\
&= (1-x^2) \exp(-x^2/2) \\
\psi(x) &= g^{(3)} = -\frac{d^3}{dx^3} \exp(-x^2/2) \\
&= (x^3 - 3x) \exp(-x^2/2)
\end{align*}
\]

Figure 1. Analysing wavelet, form and equation. (a) The second derivative of the Gaussian, \( g^{(2)} \) (Mexican hat wavelet). (b) The third derivative of the Gaussian, \( g^{(3)} \).
Figure 2. Multifractal spectrum of the one-dimensional topography of a rock. (a) The signal. (b) Wavelet transform or scalogram of the signal (a) using the Mexican hat wavelet. (c) Skeleton of maxima lines from the wavelet scalogram (b) using LASTWAVE. (d) The multifractal or singularity spectrum, $f(\alpha)$ versus $\alpha$, resulting from partitioning of the wavelet modulus maxima (LASTWAVE), with various measures ($D_q$) noted (see also table 3).

Spatial correlations are also determined using the Hurst exponent [46,47,70,71] to explore the wavelet transform at a number of spatial scales. See Liu et al. [58] for use of the Hurst exponent in exploring the spatial distributions of various ore-forming elements.

(c) Recurrence quantification analysis

An important concept in nonlinear analysis is the recurrence plot (RP) [35]; this contains all the information that defines the underlying dynamics of a system. An RP determines the times (or locations for a spatially patterned signal) at which a trajectory in phase space visits roughly the same area in that phase space. It is represented for a one-dimensional dataset by a symmetrical matrix, $R_{ij}$, expressed as a two-dimensional visualization and defined by

$$R_{ij} = \Theta(\epsilon - ||x_i - x_j||) \quad \text{for } i, j = 1, ..., N,$$

(2.5)

where $\epsilon$ is an arbitrary threshold distance that measures the radius within which recurrence is identified, $\Theta$ is the Heaviside function and $||*||$ denotes a norm, commonly taken as the Euclidean norm. Equation (2.5) says that we measure the distance between a given point, $x_i$, on the signal and every other point, $j = 1$ to $N$, on the signal and give that measure the value...
The complete dynamics of a system can be derived from a time (or spatial) series for a single state variable from that system, so that the dynamics of the system are encompassed by the attractor for that system. An RP is then a plot

\[ r(i, j) = \begin{cases} 1 & \text{if the distance is within the radius } \varepsilon_i, \text{ or } 0 \text{ if not.} \\ \text{This is repeated for all values of } i = 1 \text{ to } N \end{cases} \]

to form the recurrence matrix. The caveat is that the distances are measured in the embedding space of the attractor for the system. As described by Takens [72], the complete dynamics of a system can be derived from a time (or spatial) series for a single state variable from that system, so that the dynamics of the system are encompassed by the attractor for that system. An RP is then a plot

### Table 1. Measures used in RQA.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>recurrence rate</td>
<td>Percentage of recurrent points falling within radius, ( \varepsilon ), for ( W ), number of points in signal.</td>
</tr>
<tr>
<td>determinism</td>
<td>Percentage of recurrent points forming diagonal line structures; predictability of the system.</td>
</tr>
<tr>
<td>DMAX</td>
<td>Length of the longest diagonal line. The shorter the line, the faster the divergence of the phase space trajectory.</td>
</tr>
<tr>
<td>entropy</td>
<td>The Shannon information entropy of probability distribution of the diagonal line lengths. Complexity of deterministic structures.</td>
</tr>
<tr>
<td>trend</td>
<td>A measure of system stationarity.</td>
</tr>
<tr>
<td>laminarity</td>
<td>Percentage of recurrent points forming vertical line structures; intermittency of system.</td>
</tr>
<tr>
<td>VMAX</td>
<td>Length of the longest vertical line.</td>
</tr>
<tr>
<td>trapping time</td>
<td>TT Average length of vertical line structures. Length of time (or space) system remains in a specific state.</td>
</tr>
</tbody>
</table>

### Table 2. Significance of patterns in recurrence plots.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>homogeneous</td>
<td>The process is stationary. TRENDS tend to zero. TRENDS tend to infinity for a heterogeneous distribution.</td>
</tr>
<tr>
<td>fading pattern to upper right or lower left</td>
<td>Non-stationary data; the process contains a trend or drift.</td>
</tr>
<tr>
<td>disruptions (horizontal or vertical)</td>
<td>Non-stationary data; some states are far from the normal; transitions may have occurred. %LAM reflects such intermittency.</td>
</tr>
<tr>
<td>periodic or quasi-periodic patterns</td>
<td>The process is cyclic. The vertical (or horizontal) distance between periodic lines corresponds to the period. Variations in the distance means quasi-periodicity in the process. For example, simple periodic systems have all diagonal lines of equal length; entropy tends to zero.</td>
</tr>
<tr>
<td>single isolated points</td>
<td>Represent rarity or strong fluctuations in the process. The process may be uncorrelated or anti-correlated. e.g. white noise has almost only single dots; low DET.</td>
</tr>
<tr>
<td>diagonal lines (parallel to the line of identity, LOI)</td>
<td>The evolution of the system is similar over the length of the line. If lines appear next to single isolated points, the process may be chaotic. For example, sine waves give very long diagonal lines; chaotic signals give many very short diagonal lines.</td>
</tr>
<tr>
<td>diagonal lines (orthogonal to the LOI)</td>
<td>The evolution of states at different times is similar but with reverse timing.</td>
</tr>
<tr>
<td>vertical and horizontal lines or clusters</td>
<td>States do not change with time or change slowly; represented by trapping time.</td>
</tr>
<tr>
<td>lines not parallel to the LOI - sometimes curved</td>
<td>The evolution of states is similar at different times but the rate of evolution changes with time. The dynamics of the system is changing with time.</td>
</tr>
</tbody>
</table>

3. Observations

Figures 3, 4 and 6 each have six columns (1–6) over four rows (A–D, E–H, I–L). The rows represent data and analyses for various signals, synthetic and measured. Column 1 displays the signal for each row; column 2 the attractor (for a delay of 10 and an embedding dimension of 3; displayed using MATHEMATICA); column 3 the wavelet scalogram (using LASTWAVE); column 4 the singularity spectrum (derived from LASTWAVE); column 5 the RP (using RQA); and column 6 the fast Fourier transform (upper; from EXCEL®), and the recurrence histogram (lower; using VRA).

(a) Synthetic and manufactured fold signals

In figure 3, row A is for white noise, row B is for sin(x), and row C is for sin(x) plus noise. The data are those provided with the RQA software [74] (WHITE, SINE and SINENOIS).
Row D represents a signal (obtained through photogrammetry) across an engineered corrugated surface with a wavelength of 2.5 cm. It is important that the method used for determining the measures for those theoretically perfectly sinusoidal surfaces is the same as that used for determining the measures for naturally deformed surfaces. The image shows the cloud of points describing the surface in CloudCompare (http://www.cloudcompare.org), with the trace of the signal oriented east–west, orthogonal to the axial plan of the corrugations, and through the central region.

(b) Functions that describe nonlinear signals

Figure 4 displays nonlinear quasi-periodic and chaotic signals. Rows E, F, G and H are all calculated within Excel. The equations for each signal are as follows, with $J$ as the $y$-axis and $n$ as the $x$-axis.

Row E: Mapping A, quasi-periodic

$$J = \sin(0.25n) + 0.25 \sin(50\sqrt{(n2)}) + 0.25 \sin(50\sqrt{(n7)}).$$

Row F: Mapping B, quasi-periodic

$$J = \sin(0.01n) + 0.05 \sin(7.5\sqrt{(n2)}) + 0.025 \sin(7.5\sqrt{(n7)}).$$

The next two mappings are based on eqns 6.1 and 6.2 of Sprott [71] and a sample strange attractor from his fig. 6.1. The base mapping is

$$X_{n+1} = a_1 + a_2 X_n + a_3 Y_n + a_4 X_n^2 + a_5 X_n Y_n + a_6 Y_n^2,$$

$$Y_{n+1} = X_n.$$
The initial condition is $X_0 = Y_0 = 0.05$, with parameters $a_1 = 0.0$, $a_2 = -0.4$, $a_3 = 1.7$, $a_4 = 1.1$, $a_5 = -3.3$ and $a_6 = 0.0$.

This results [71] in Lyapunov exponents of $0.195$ and $-0.530$ and a Kaplan–Yorke dimension of 1.368. Fig. 6.2 of Sprott [71] displays a map of $a$ versus $b$ demonstrating the existence of chaotic as well as periodic dynamical behaviours for this Hénon mapping.

Row G: Mapping C, periodic plus chaotic

$$J = \sin(0.05n) + 0.5X_{n+1} \text{ where } n = 1, 2, 3, \ldots$$

Row H: Mapping D, periodic plus chaotic

$$J = \sin(0.01n + 0.3X_{n+1}) + 0.25 \sin(0.0725n\sqrt{2}) + 0.2X_{n+1} \text{ where } n = 1, 2, 3, \ldots$$

(c) Naturally deformed rocks

Figure 6, rows I, J, K and L display signals for three large hand samples of naturally deformed rocks. For each sample, the topography of a deformed surface was digitally reconstructed using 20–30 JPEG images processed using digital photogrammetry techniques with the commercial software AGISOFT PHOTOSCAN Pro© (http://www.agisoft.com). The accuracy of three-dimensional point clouds produced using digital photogrammetry techniques has been shown to be similar to laser scanning techniques applied to hand specimens [76]. The folded surfaces were rendered as dense point clouds with an effective surface sampling resolution of 0.5 mm. The analysed signal was derived from two-dimensional topographic profiles that sampled the surface corrugations. Examples of topographic profiles are shown in figure 6, column 1, rows I, J, K and L.

Figures 5 and 6, rows I and J, Willyama mica schist. The first rock, referred to as Willyama, is shown in figure 5a, and its cloud in CloudCompare in figure 5b. In the latter image, there are two lines, I and J, and their derived signals are shown in figure 6, row I and row J, respectively. Figure 5c shows singularity spectra for 12 lines parallel to I across the rock; figure 5d shows singularity spectra for 11 lines parallel to J across the rock. The rock itself is about 25 by 30 cm in size. It was collected from a multiply deformed (egg box style) area in Broken Hill, Australia (NW Willyama Complex [77]; see especially their fig. 7). Conditions for the deformation and metamorphism are inferred to range from 550°C to 650°C, and 300 to 500 MPa confining pressure. As well as folds at the millimetre, centimetre and decimetre scales, in the field, the rocks are folded also at the metre and 10 m scales.

Figure 6, row K, Rum Jungle graphite schist. The second rock, from (and named) Rum Jungle, Northern Territory, Australia, is shown in row K. It has multiple corrugations running approximately east–west in the figure, which are apparently overlain by finer corrugations running approximately north–south. Conditions for deformation and metamorphism are suggested to be greenschist facies, or about 250°C, 200–300 MPa confining pressure. The sample surface is about $20 \times 20$ cm.
4. Discussion

The wavelet scalogram and the RP appear to be the best discriminants between any periodic signal and naturally formed folds (figures 3, 4 and 6). At a first glance, perhaps row A, column 3 and row L, column 3 are similar. However, the attractors (column 2), the singularity spectra (column 4), the recurrence plots (column 5) and the recurrence histograms are quite different. It is hardly surprising that the wavelet scalograms (column 3) for the sine signal (row B), the sine + noise signal (row C) and the corrugated surface (row D) are similar to those for mapping C (row G) and mapping D (row H). However, the cross-bars in the RP for mapping D (row H, column 5) are quite distinctive and separate out the mapping D signal from all the other numerically simulated signals, as well as from the engineered corrugated surface. This pattern of cross-bars is seen also for signal mapping B (row E, column 5). It appears also, though not nearly so regularly, for the signals of Willyama I (row I, column 5), Willyama J (row J, column 5) and Broken Hill (row L, column 5). The fast Fourier transforms (column 6, upper panel) for the four rocks (rows I, J, K and L) most resemble that for signal mapping B (row F). The recurrence histograms (column 6, lower panel) for the four rocks (rows I, J, K and L) most resemble those for signal mapping B (row F) and mapping D (row H). The attractors (column 2) for the rocks (rows I, J, K and L) are most similar to those for mapping B (row F) and mapping D (row H).
The singularity spectra do not appear to be good discriminants (table 3), unlike a separate mineralogical study on drill core [44]. Certainly, the ranges of all measures are similar for all the rocks. The patterns of the associated wavelet scalogram (figure 6, column 3) bring out the different scales of the folds very clearly, delineating and quantifying the finer structures.

Some of the recurrence measures (table 4), on the other hand, appear to be excellent discriminants, particularly the Trend for which the very low range is unique to the rocks. The ranges for %REC, VMAX and TT (trapping time) are common to the rocks and to mapping B and mapping D. The remaining measures do not discriminate between the various mappings and the rocks.

The Hurst exponents (figure 7), derived for the different scales of the wavelet scalogram [41], become important for determination of long-range correlations (for Hurst exponent greater than 0.5), a signature for nonlinear systems, and their use in measuring uncertainty in prediction for the folds at that particular scale. Note how the Hurst exponent discriminates the rocks, with
Figure 7. Columns 1 and 3. Measures of the Hurst exponents (y-axis, 0–1, horizontal dashed line denotes a Hurst exponent of 0.5) at different scales (x-axis, 0–32). Columns 2 and 4. Three-dimensional wavelet scalogram (z-axis represents the wavelet coefficient). Column 1, from the top down: white noise, sine, sine plus noise, corrugated surface, mapping A, mapping B. Column 2, from the top down: mapping C, mapping D, Willyama I, Willyama J, Rum Jungle, Broken Hill. The number on each figure in columns 1 and 3 is the Hurst exponent for each complete signal.

Hurst exponents of 0.94–0.97. Mapping D has a Hurst exponent of 0.92, mapping B has a Hurst exponent of 0.86, followed by the corrugated surface at 0.76. White noise, sine, sine plus noise and mapping C have Hurst exponents between 0.61 and 0.63, while that for mapping A is a low 0.43.

Overall, the measures for the rocks are unique, with those for mapping D being closest.

This issue of prediction is explored further for the Willyama I section (figure 8). Figure 8a shows how the system is trained over the first 1100 points of the signal; the signal between 1150 and 1400 points is then predicted and the results are shown in figure 8b. This prediction is based on nonlinear dynamics, in this case through recurrence quantification analysis (RQA), and takes into account the full mechanics of the formation of the geological system. Even better predictive methods are available [78] and should be explored for their considerable potential.

5. Conclusion

The three-dimensional structures of the three rocks analysed are not perfectly periodic, nor are they periodic with only superimposed noise but periodic with superimposed chaotic packets. The recurrence measures, particularly Trend, followed by %REC, VMAX and the trapping time, and the Hurst exponents for the signal, best discriminate the rocks from the numerical signals; the states change slowly and long-range correlations exist at all scales. Mapping D, a mix of periodic and chaotic signals, compares best with the rocks. Quantification of the structures using tools
of analysis for nonlinear dynamics, therefore, demonstrates the nonlinear, and possibly chaotic, nature of the structures. The three-dimensional structures most resemble periodic signals with superimposed chaotic signals. This is consistent with the nonlinear theory of folding which says that the very first solution (as the amplitude starts to grow) is a Biot solution. There is a very early bifurcation that leads to a localized solution. From then on, the system switches from one energy branch to another, adding new localized deflections to each bifurcation. Thus, one might expect the final system to be a Biot solution (that is, periodic) with many superimposed chaotic packets. Such intriguing relationships require further research.

Prediction based on nonlinear dynamics, in this case through RQA, takes into account the full mechanics of the formation of the geological system. Even better predictive methods are available [78]; they should be explored for their considerable potential for improving cross-section construction, three-dimensional modelling, and other approaches to addressing big data issues in geological and engineering problems; issues that are of major economic impact in hydrocarbon production, mineral exploration and engineering geology.
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Appendix A

In MATHEMATICA a scaling parameter, $s$, of the wavelet signal is defined in terms of an equal tempered scale given in powers of 2 and divided into octaves and subdivided into four ‘voices’.
Thus, the scaling parameter is divided into the array expressed in (A 1).

\[
\begin{align*}
[1, 1], & \quad [1, 2], \quad [1, 3], \quad [1, 4] \quad \text{octave 1, voices 1 to 4} \\
[2, 1], & \quad [2, 2], \quad [2, 3], \quad [2, 4] \quad \text{octave 2, voices 5 to 8}
\end{align*}
\]

(A 1)

\[
\begin{align*}
[n_{\text{oct}, 1}], & \quad [n_{\text{oct}, 2}], \quad [n_{\text{oct}, 3}], \quad [n_{\text{oct}, 4}] \quad \text{octave } n_{\text{oct}}, \text{ voices } (4n_{\text{oct}} - 3) \text{ to } 4n_{\text{oct}},
\end{align*}
\]

where \( n_{\text{oct}} \) is the total number of octaves representing the wavelet signal and is given by

\[
 n_{\text{oct}} = \left\lfloor \log_2 \left( \frac{n}{2} \right) \right\rfloor,
\]

where \( n \) is the number of data points in the signal (equally spaced) and \( \lfloor x \rfloor \) is the floor to \( x \), that is, the largest integer smaller than \( x \). Thus, for \( n = 240 \), \( n_{\text{oct}} = 6 \). If \( n \) is the number of data points for height across an irregular surface \( n \) millimetres long, then \( n \) is expressed in millimetres.

The smallest wavelet scale, \( \alpha_{\text{scale}} \), for the analysing wavelet \( g(2) \), also known as the Mexican hat wavelet courtesy of its distinctive shape) is given by

\[
\alpha_{\text{scale}} = \left[ \frac{2 \pi \sqrt{2/5}}{\sigma} \right]^{-1},
\]

where \( \sigma \) is the width of the hat, taken to be equal to one so that \( \alpha_{\text{scale}} = 0.25165 \) units. The units correspond to those used to measure the distance between points. The scaling parameter for a particular octave and voice is given by

\[
s_{\text{octave}, \text{voice}} = \alpha_{\text{scale}} 2^{(\text{octave} - 1) \text{voice}/n_{\text{voice}}},
\]

where, in MATHEMATICA, \( n_{\text{voice}} \) is taken to be 4 so that

\[
s_{1,1} = 0.25165 \times 2^{(1-1)2^{1/4}} = 0.299359,
\]

and each successive voice differs from the one smaller by a factor of \( 2^{1/4} \) or 1.19.

Thus, if the signal consists of 240 points each 1 mm apart, \( n_{\text{oct}} = 6 \) and the array (A 1) becomes

\[
\begin{align*}
[0.299359], & \quad [0.355881], \quad [0.423217], \quad [0.503292] \quad \text{octave 1, voices 1 to 4} \\
[0.598519], & \quad [0.711763], \quad [0.846433], \quad [1.00658] \quad \text{octave 2, voices 5 to 8} \\
[1.19704], & \quad [1.42353], \quad [1.69287], \quad [2.01317] \quad \text{octave 3, voices 9 to 12} \\
[2.39407], & \quad [2.84705], \quad [3.38574], \quad [4.02634] \quad \text{octave 4, voices 13 to 16} \\
[4.78815], & \quad [5.6941], \quad [6.77146], \quad [8.05267] \quad \text{octave 5, voices 17 to 20} \\
[9.5763], & \quad [11.3882], \quad [13.5429], \quad [16.1053] \quad \text{octave 6, voices 21 to 24}.
\end{align*}
\]

(A 2)

In this case, the voices, in square brackets, are expressed in millimetres.

The vertical axis on the scalogram can be represented by the array (A 1) or as (A 2) or more simply by just the octaves, numbered 1 to \( n_{\text{oct}} \), or the voices, numbered 1 to \( n_{\text{voice}} \). In this paper, we use only the voices, but to convert scales to millimetres, as in the Hurst exponent measurements, the above discussion is relevant.

### Appendix B

**Column 1: Signal**

**Figure 3.** Row A. White noise contains 1000 points with a range of 0 to +1 in \( y \). Row B. The sine signal contains 1000 points with a range of \(-1 \) to +1 in \( y \). Row C. Sine noise contains 1000 points, also with a range of \(-1 \) to +1 in \( y \). The signal for the corrugated surface (row D) contains 1696 points, with a range in \( y \) (and now also height) of 0.38–1.16.

**Figure 4.** Row E. Mapping A contains 1500 points of which the upper signal shows 0–80, with a range in \( y \) of \(-1.5 \) to +1.5. Row F. Mapping B contains 2000 points of which 1500
(from 500 to 2000) are shown (upper signal), with a range in \( y \) of about \(-1.1\) to \(+1.1\). The fast Fourier transform (FFT) analyses 1024 points, from 477 to 1500 inclusive. Row G. Mapping C contains 1500 points of which the upper signal shows 150–450 to display the detail; the range is about \(-1\) to 1.5 in \( y \). Row H. Mapping D contains 1500 points, with a range (upper signal) of about \(-1.2\) to \(+1.4\) in \( y \). The lower signal in each case is a zoom into part of the upper signal.

**Figure 6.** The signal for section I (figure 5b; figure 6, row I; Willyama) contains 1552 points over a profile distance of about 25 cm, with a range in height (\( y \)) of about 1.7–3 cm. The J signal (figure 5b; figure 6, row J; Willyama) contains 1407 points, with a height (\( y \)) range of about 2–3.6 cm over a profile distance of about 30 cm. The signal for the finely corrugated and essentially flat rock from Rum Jungle (row L) contains 2209 points (the FFT is still only for the first 1024 points) with a range in height (\( y \)) of about 0.5–1.4 cm (profile distance 20 cm). The signal for the more coarsely folded rock with corrugations from Broken Hill (row M) contains 1263 points with a range in height (\( y \)) of about 1.2–1.5 cm (profile distance 15 cm).

**Column 2: Attractor**

**Column 3: Wavelet scalogram**

The \( y \)-axis or scale in each case runs from 32 at the top to 0 at the origin at the bottom. The \( x \)-axis represents the number of points, increasing to the right from zero at the left-hand origin. In most cases, the maximum value on the \( x \)-axis represents the number of points represented in the signal. For mapping A and mapping B, the maximum value on the \( x \)-axis is 1500.

**Column 4: Singularity spectrum**

The axes are marked with 1 on the \( y \)-axis, 0 at the origin, and 2 and 4 on the \( x \)-axis. The points analysed in each case are the same as those analysed in the wavelet scalogram. Table 3 provides the measures of the box dimension \( D_0 \), the information \( D_1 \), the correlation dimension \( D_2 \), and \( D_\infty \) and \( D_{-\infty} \) for each signal.

**Column 5: Recurrence plot**

The \( x \) - and \( y \) -axes have as their maximum almost the number of points per signal as described for the wavelet scalogram and singularity spectrum. The total number of points analysed is always slightly less according to the magnitude of the embedding dimension and of the delay used in running recurrence quantification display [74]. Table 1 defines the RQA measures while table 4 provides RQA measures for the signals analysed.

**Column 6: Recurrence histogram**

The recurrence histogram (VRA) for the signal forms the lower panel, with 0 at the origin, a maximum of 100 for the \( y \)-axis and 500 for the \( x \)-axis. The Fast Fourier Transform (EXCEL 2016, Microsoft Office 365) forms the upper panel, with 0 at the origin, and a maximum of 50 for each axis. In the case of the FFT, the analysis is over the first 512 or 1024 points of the sequence (according to whether the signal contains 1000 or 1500 or more points and unless noted otherwise).
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