Abstract—Objective: Synchronization phenomena of epileptic electroencephalography (EEG) have long been studied. In this study, we aim at investigating the spatial-temporal synchronization pattern in epileptic human brains using the spectral graph theoretic features extracted from scalp EEG and developing an efficient multivariate approach for detecting seizure onsets in real time. Methods: A complex network model is used for representing the recurrence pattern of EEG signals, based on which the temporal synchronization patterns are quantified using the spectral graph theoretic features. Furthermore, a statistical control chart is applied to the extracted features overtime for monitoring the transits from normal to epileptic states in multivariate EEG systems. Results: Our method is tested on 23 patients from CHB-MIT Scalp EEG database. The results show that the graph theoretic feature yields a high sensitivity (≈98%) and low latency (≈6 s) on average, and seizure onsets in 18 patients are 100% detected. Conclusion: Our approach validates the increased temporal synchronization in epileptic EEG and achieves a comparable detection performance to previous studies. Significance: We characterize the temporal synchronization patterns of epileptic EEG using spectral network metrics. In addition, we found significant changes in temporal synchronization in epileptic EEG, which enable a patient-specific approach for real-time seizure detection for personalized diagnosis and treatment.
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I. INTRODUCTION

EPILEPSY is a common neurological disorder that is characterized by a sudden surge of abnormal electrical activities (epileptic seizure onsets) in the partial or whole brain regions [1]. The seizure onset events are highly unpredictable, and failure to notice in time by caretakers may lead to life-threatening outcomes. Scalp electroencephalography (EEG) is a widely used, non-invasive technique for seizure monitoring and detection, which directly measures neuronal electrical activities in high temporal resolution. However, the complex and chaotic underlying dynamics of human EEG systems is relatively difficult to be captured using conventional signal processing methods (i.e., Fourier transform or wavelet transform) due to the non-linearity and non-stationarity of EEG signals. One of the major challenges of seizure detection/prediction is to find appropriate representations of EEG recordings such that epileptic patterns are most differentiable from non-epileptic patterns. Chaos theory has recently been employed for nonlinear time series analysis because it enables novel feature extraction methods which are suitable for characterizing the chaotic features of EEG signals [2]. To this end, quantitative metrics extracted from recurrence plots [3] have been applied to detect the transition from normal states to seizure onsets in epileptic brains [4]–[7].

The synchronization processes (the simultaneous activity of multiple units) have long been discussed in order to understand the mechanism of human epileptic brains [8]. Complex system theory, which models human brain as a complex system comprised of interactive units (e.g., EEG channels), indicates that the underlying dynamics of epilepsy can be assessed through synchronization phenomena [9]–[11]. In recent decades, the emergence of complex network theory has inspired a number of studies to utilize network analysis for characterizing epileptic brains based on EEG [12]–[15]. Although the global and local spatial synchronization/interrelationship patterns are investigated in existing studies by converting multivariate EEG signals to network representation, only few studies have explored the temporal synchronization patterns in epileptic brains [16], [17]. However, evidences were found that the increased temporal inter-dependencies also help capture the collective dynamics of firing neurons in epileptic EEG system from a novel perspective and therefore worthy of further study [18].

In the present study, we proposed a multivariate seizure detection approach that represents the EEG signals using based on the concept of recurrence network (RN) [19], and further integrate it with spectral graph theory [20] to characterize the spatio-temporal synchronization in large-scale EEG recordings. The objective of our study is two-fold: (1) to extend RN to a multivariate space that enables simultaneous integration of spatial and temporal recurrence patterns; and (2) to explore the applicability of spectral graph theoretic feature (i.e., eigenvalue) associated with RN for detecting seizure onsets efficiently. With validation on a benchmark database [21], we also discussed the insights of synchronization phenomena during seizure onsets in
order to enhance our understanding of the underlying epileptic mechanisms.

The reminder of this paper is organized as follows. Section II briefly reviews relevant studies on the seizure detection, particularly focuses on those who investigated the suitability of network analysis over temporal interdependency relationship. Section III illustrates the methodological framework of the present work. Section IV presents the empirical results based on a benchmark scalp EEG database of epileptic patients. Section V discusses results of our proposed model comparing to alternative models and previous studies. Section VI summarizes the concluding remarks as well as future directions of our study.

II. RELATED WORK

To date, numerous automatic algorithms have been developed for seizure detection or prediction based on signal processing techniques. Many public databases are now available for testing new algorithms, such as CHB-MIT scalp EEG dataset published by PhysioNet [22]. In particular, the nonlinearity of EEG signals need to be addressed with nonlinear methods, including decomposition methods which are free from linearity assumption of signals (i.e. wavelet transform [23] or empirical mode decomposition [24], [25]) and nonlinear feature extraction (i.e. entropic features [26] or recurrence quantification analysis (RQA) [27], [28]). RQA was developed based on recurrence plot (RP) [3], which visualizes the recurrence patterns of the reconstructed state space trajectory, for characterizing the chaotic behaviors of complex systems. In our previous studies, we found RQA measures effective for capturing transient states in various scenarios using EEG signals [29], [30]. Nevertheless, applying the conventional RP to multivariate time series is more challenging due to the signal complexity in nonlinear, high-dimensional space. To reconstruct chaotic dynamics from an univariate dynamical system, for instance, an integer-valued estimate for the dimensions of a strange attractor is typically obtained through a false-nearest-neighbors approach [31]. In a multivariate dynamical system, however, the optimal dimensionality may be fractal [32] or may vary for different observation channels (e.g., as suggested by [33], [34]). Accordingly, a multivariate reconstruction approach was proposed, which demonstrated a better recovery of the chaotic dynamics [33], [34].

To bridge between multivariate EEG time series and complex network theory, some novel approaches were proposed by varying the definition of nodes and edges in network models. [16], [17] represented EEG signals using a weighted visibility graph (VG), where each node corresponds to one time point, and the interdependency relationships among time points are mapped into a weighted network. The topological features (i.e. average weighted degree) of VG were then computed to distinguish epileptic from non-epileptic EEG signals using machine learning algorithms. Similarly, RN [19] represents the temporal dependency relationship using network models, where each node corresponds to the system’s state that can be jointly defined based on the information from the past, present and future states. It was reported that epileptic EEG signals have denser connections and higher cluttering coefficient compared to normal states in these network models [12]. In addition, the structural complexity and inter-dependency was found to be increased in epileptic EEG signals [14], [35]. Comparing to conventional RQA measures, RN-based network measures may be more suitable for seizure detection as suggested by previous studies [15]. In overall, these findings indicate the potential of RN-based network analysis approach for seizure detection, which has not been explicitly revealed yet.

III. METHODOLOGY

In this section, we present a framework for characterizing the temporal dynamics in EEG signals based on chaos theory and spectral graph theory. Figure 1 illustrates our methodological framework. Firstly, EEG signals are segmented via sliding time window (of one second); secondly, each segment of multivariate EEG signals is mapped into an n-dimensional state space through representing each state of the EEG system by a state vector. The state space trajectory is then reconstructed to describe how the system evolves over time. Thirdly, the recurrence pattern is characterized by a RP that represents the neighborhood relationship among system states in the reconstructed space. RN is then constructed by re-interpreting each RP matrix as the adjacency matrix. Subsequently, spectral graph theory is introduced for extracting global topological features (Fielder number) from RN. Finally, a statistical control chart is applied on the extracted features for detecting seizure onsets by monitoring abnormal changes in network synchronization. In addition, the conventional RQA measures are computed in order to compare with the spectral graph theoretic features.

A. Graphical Representation of Multivariate EEG Signals

According to Takens’ embedding Theorem [36], the structure of underlying dynamics for chaotic systems (i.e., multivariate EEG signals) is reconstructed using a time-delayed embedding method. In the state space, the ith state of the system is denoted by \( \mathbf{x}_i \) with m units, that is, \( \mathbf{x}_i = (v_{i+1-1}, \ldots, v_{m+1-1}) \), \( i \in 1, \ldots, T \) in a sliding window of T states, where \( v_i \) is observation collected at time \( t \), and \( m \) and \( \tau \) are the parameters of embedding dimension and time delay, respectively. Then, RP is computed by the following formula to represent the recurrence pattern (i.e., the system’s states at different times are close to each other in the state space) of multivariate EEG signals:

\[
R_{i,j} = \Theta(\epsilon - \| \mathbf{x}_i - \mathbf{x}_j \|), \quad i, j = 1, \ldots, T, \quad \epsilon
\]

where \( \Theta(\cdot) \) is the Heaviside function and \( \epsilon \) is a threshold to determine the neighborhood relationship. \( \| \cdot \| \) quantifies the distance between any two points on the state space trajectory. In the present study, we choose Euclidean distance to measure the distance between system states and the corresponding distance matrix is denoted as \( \mathbf{R}_{ij} \). We herein propose two models for representing the recurrence patterns of multivariate epileptic EEG signals.

Model I. In Model I, we present a multivariate generalization of RP extended from univariate time series, as suggested by [37], to represent the n-dimensional system. We do not consider a time-delay embedding (\( m = 1 \) and \( \tau = 1 \)) in this Model. The ith state of the system is now represented by a column vector \( \mathbf{x}_i \), consisting of the observation in n channels.
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Fig. 1. An illustration of the proposed analytical framework. (1) The multivariate EEG signals are segmented within sliding windows (1 s). (2) The state space reconstruction is conducted in two ways: in Model I, the system state at time $i$ is represented by a $n$-dimensional vector $x_i$; in Model II, the system state at time $i$ is represented by a $m$-dimensional time-delayed vector. (3) The temporal structure of the system dynamics (neighborhood relationship among the points on state space trajectory) is represented by RP and corresponding RN. RQA features and graph theoretic features ($\lambda_2$) are extracted, respectively, from RP and RN. (4) A statistical control chart is applied to time series of features for detecting seizure onsets. As the sliding window proceeds, the system state is monitored by tracking these feature values for a real-time detection. Note that in Model II, the RQA features and graph theoretic feature extracted from individual channels are fused by PCA.

Model II. In Model II, EEG signals collected from each channel are individually processed using the time-delayed embedding method for reconstructing state space trajectory [36]. Specifically, we take $m = 3$ and $\tau = 5$, as estimated by false nearest neighbor and mutual information method.

Next, a selection of RQA features and graph theoretic features are extracted from the RP constructed in Model I and Model II. The details of extracting RQA features from RP are included in supplementary materials. The adjacency matrix of RN, $A_{i,j}(\epsilon)$, is then converted as follows:

$$A_{i,j}(\epsilon) = R_{i,j}(\epsilon) - I(T),$$

(2)

where $R_{i,j}(\epsilon)$ is RP with threshold $= (\epsilon)$ and $I(T)$ is $T$-dimensional identity matrix for removing the self-loops [38]. Note that in the present study, each node in RN corresponds to a column vector which describes the state of the multivariate EEG system at a certain time point. Thus, RN is used in our study to present the state space synchronization considering the spatio-temporal information of multivariate time series.

B. Spectral Graph Theoretic Feature Extraction

Spectral graph theory [20] is the mathematical study that bridges between linear algebra and graph theory by applying eigen-decomposition to matrices representation of graphs (e.g. adjacency or Laplacian matrices) in order to reveal their topological properties. The Laplacian matrix of RN is defined as $L = D - A_{i,j}(\epsilon)$, where $D = d_{ii}$ is the diagonal matrix and $d_{ii}$ is the $i$th node’s degree. The eigenvalues and eigenvectors are obtained by applying eigen-decomposition to Laplacian matrix $L$ of RN, and we are particularly interested in the second smallest eigenvalue $\lambda_2$ (also referred to as Fiedler number [39]), a metric for algebraic connectivity that help us characterize the synchronizability of RN. In general, a network with a higher value of $\lambda_2$ is more synchronized, namely, its nodes are more likely to be driven by common dynamics, and vice versa. An illustrative example is presented in Figure 2. Given a sliding window of nine time points $\{T_1, \ldots, T_9\}$, the complete graph (i.e., all nodes are connected with each other) in left panel yields $\lambda_2 = 9$ and suggests a strong synchronizability, while the graph
with partial connections in right panel yields \( \lambda_2 = 0.2229 \) and suggests a weak synchronizability.

To investigate the impact of thresholding RN, we apply eigen-decomposition to both unthresholded RN (the distance matrices \( R_{ij}^t \)) and thresholded RN (the binary matrices \( R_{ij}(\epsilon) \)), and denote the corresponding spectral graph theoretic features \( \lambda_2^t \) and \( \lambda_2^b \) respectively. We intend to examine whether or not richer information is preserved in unthresholded RN than thresholded RN by comparing \( \lambda_2^t \) to \( \lambda_2^b \). Since extracting \( \lambda_2^t \) does not require the parameter tuning for threshold \( \epsilon \) (in Equation (1)) it yields the advantage of lower computational cost as well as reduced model complexity.

### C. Seizure Detection Using Control Chart

For each type of feature, the extracted feature values (e.g., \( \lambda_2 \)) are concatenated in a temporal sequence to represent the original time series EEG signals. As we have a short time window, some sharp fluctuations are expected for certain features and thus a five-point moving average filter is applied for smoothing the new time series. In Model II, we first apply principal component analysis (PCA) to the 23-dimensional vector of each feature and obtain the top 10 principal components in order to account for over 80% variation on average. Then, the multivariate Hotelling \( T^2 \) control chart [40] is applied to the dimensionality-reduced feature vector (dimensionality = 10) with 95% CI for seizure detection. The Hotelling \( T^2 \) is a multivariate distance metric which takes the multivariate covariances into consideration, assuming the multivariate normal distribution, proposed as a generalization of Student’s-t statistic. As suggested in [41], PCA is applied prior to the control chart to lessen the impact of auto-correlation in time series on the performance of Hotelling \( T^2 \).

The mathematical definition is as follows:

\[
T^2 = c(X - \bar{m})S^{-1}(X - \bar{m}),
\]

where \( X \) is the multivariate sample matrix, \( \bar{m} \) is the mean, \( S \) is the covariance matrix, and \( c \) is a constant accounting for the sample size. In Model I, a statistical control chart of mean is used for seizure onset detection. The upper control limit (UCL) and lower control limit (LCL) are defined as follows:

\[
UCL = \bar{\mu} + k \times \hat{\sigma},
\]

\[
LCL = \bar{\mu} - k \times \hat{\sigma},
\]

where \( \mu \) and \( \sigma \) are the estimates of mean and standard deviation, respectively, and \( k \) is the parameter that determines control limits. We therefore select \( k = 3 \), as the \( 3\sigma \) limit (average plus and minus 3 times standard deviation) is a common criteria in statistical control chart that ensures 99.73% of total observations are within control limits (assuming the normal distribution). The alarm will be triggered when 2 of 3 points fall below LCL or above UCL (same side). In addition, the first 180 windows (3 minutes) located at the beginning of each session are used for estimating \( \mu \) and \( \sigma \) for the corresponding session.

### D. Performance Evaluation and Model Validation

To evaluate the effectiveness and robustness, our proposed method is tested on three types of data: (1) the original CHB-MIT EEG signals; (2) the band-decomposed EEG signals and (3) the EEG signals with white noise and surrogate noise at different levels. Various performance metrics in seizure detection tasks include sensitivity, false alarm rate (FAR), and latency. Sensitivity is defined as the ratio of detected seizure periods, which means the alarm has been triggered in the duration of seizure onset zone. FAR is defined as the ratio of non-seizure alert events to the true negative events. Latency is defined as the time lag (in second) between the start of seizure onset and the earliest alert.

### IV. EXPERIMENTAL RESULTS

#### A. Dataset Description and Preprocessing

CHB-MIT scalp EEG dataset [21], [22] is used for testing our proposed method. CHB-MIT is a benchmark public database that consists of EEG recordings from 23 epileptic patients at Boston Children’s Hospital (5 males of age from 3 to 22; 17 females of age from 1.5 to 19). For a brief summary see Table I. The EEG signals were recorded during many days using the International 10–20 system of 23 electrodes with a sampling rate of 256 Hz. 182 epileptic epochs were marked by domain experts in a subset of sessions (\( N = 129 \)) of the CHB-MIT dataset. Note that we only employed the sessions with seizure onset epochs. After baseline removal and normalization, the EEG signals were re-referenced to average and a band-pass filter of 1 ~ 50 Hz was applied to reduce noise in the signals. These pre-processing steps were performed using functions in EEGLAB toolbox [42]. Then, a non-overlapping sliding window of 1 second length was applied to each session of EEG recordings to split the signals into segments.

#### B. Overall Performances

Table II shows a summary of overall performance metrics averaged across all subjects. Performances for each individual subject are provided in the supplementary materials. We found TT feature yielded the best average sensitivity of 98.48%.
addition, the $\lambda_d^2$ feature has a comparable level of sensitivity (97.46%). The $\lambda_b^2$ feature yields the lowest FAR (8.61%), which indicates it is more robust to the changes in signals caused by non-seizure events. The shortest latency (6.03 seconds) is observed in LAM feature, and most features can detect seizure onsets within 8 seconds.

Low computational cost is a worth-mentioned advantage of our method to show high capacity for real-time applications. The computational cost of a detection algorithm is defined as the average processing time required for each sliding window (a segment that contains all channels), which includes feature extraction and model training processes. Specifically, the time delay of an alert increases when the computational cost per window is longer than the window length. In Model I, there is no cost for parameter tuning in the embedding dimensions using a multivariate representation of RP. A significant improvement in computational time (0.06 second per window) is achieved because all channels were processed simultaneously. In short, the multi-channel signals can be converted (and fused) to RPs more efficiently, which makes it more suitable for a real-time scenario.

### C. Comparison Between Multivariate and Univariate RP Construction

As shown in Table II, LMAX, LAM and $\lambda_b^2$ features have better sensitivity in Model II, while TND, TT and $\lambda_d^2$ features have better sensitivity in Model I. Namely, processing the information from each EEG channel individually does not improve detection sensitivity for TND, TT and $\lambda_d^2$ features when using multi-channel control chart. On the other hand, the shortest latency (4.78 sec) is achieved in Model II. However, since the computational cost of Model II is also increased to 1.6–2 seconds per window, which is longer than the window length, it is not feasible for real-time detection scenarios.

### D. Comparison Between RQA Measures and Graph Theoretic Measures

Figure 3 displays the temporal behaviors based on RQA measures and graph theoretic measure. The graph theoretic features yield more stable performances in seizure detection, while RQA measures exhibit relatively large variations. The possible causes of these variations may be (1) the noise in EEG signals, and/or (2) RQA measures rely on a fine parameter tuning, especially the threshold selection. In contrast, the $\lambda_d^2$ feature is independent of threshold selection. The experimental results of our study in Model I also suggest that $\lambda_d^2$ feature is more sensitive than some RQA features (e.g., TND and LAM features in Figure 3) for detecting the transient point, which may indicate a change from normal state to epileptic state. In addition, a two-sample Student’s Test with 95% confidence level shows that $\lambda_d^2$ feature value is significantly higher in seizure onset periods than normal states in 105 out of 129 sessions. All the above observations lend support to the hypothesis that the spectral graph theoretic features have better potential in detecting seizure onsets.
Fig. 3. The control chart is applied to monitor dynamical changes of RQA and graph theoretic features. The highlighted segments (in red shadows) are the seizure onset periods. This is an illustrative example from session 3 of Subject 1.

comparing to conventional RQA measures. The interpretation of this observation will be further described in Section V.

E. Testing for Robustness for Model I

The robustness of Model I is tested by adding white noise and surrogate noise with signal-to-noise ratio (SNR) = \{0.1, 0.3, 0.5, 0.7\}. As shown in Table III, both the white noise and surrogate noise have obvious negative impact on our model performances. TND feature is shown to be most robust and sensitive comparing to others in majority tests. \(\lambda_2^d\) feature yields the lowest sensitivity, which suggests a significant influence from noise. An interesting observation is that the influence on the performance does not have a linear correlation with the SNR. Adversely, our experiment shows that some features may even be more sensitive with a stronger surrogate noise; meanwhile, all levels of the white noise have a similar impact.

F. Band Decomposition

In order to investigate the effect of band-pass decomposition, we applied our proposed method independently to band-pass filtered signals to find if there are any frequency bands particularly useful for seizure detection, including (1) Alpha waves (8–12 Hz) (2) beta waves (12–40 Hz) (3) Theta waves (1–4 Hz) (4) Delta waves (4–8 Hz). Next, we applied the procedure described in Model I to each band-passed signals. Table IV shows the performance metrics after band decomposi-

Fig. 4. A visualization of temporal synchronization patterns constructed from seizure onsets (left panel) and normal state signals (right panel), respectively. Both networks are identical in connectivity density, but the normal state has a spread-out distribution of the recurrence network, indicating the states per second are less synchronized during normal period than seizure onset period.

V. DISCUSSIONS

We have shown that the algebraic connectivity of recurrence networks is significantly increased \((\alpha = 0.05)\) in 81% of total sessions during seizure onset periods. This finding provides some interesting insights that may help understand the epileptic processes. In consistent to [16], our study has evidenced the seizure onset can also be characterized by a dramatic increase in synchronization of short time (1 second) temporal proximity between state vectors. This finding provides a novel perspective of utilizing the temporal information in neurological time courses to build connectivity patterns for studying dynamical transitions between order and chaos. The nonlinear dynamics of normal/epileptic brains driven by chaotic attractor might be revealed by the topological characteristics of such graphs. In Figure 4, the network representing the synchroniza-

tion patterns over time are visualized using sample data from Subject 1.

Comparing to the typical framework of RQA-based seizure detection using multi-channel EEG data, our method yields several advantages. Firstly, our method requires neither channel/feature selection process nor band-decomposition. This feature has greatly simplified the procedure and saves computational cost, which makes our method more suitable to be embedded in real-time detection setting for clinical practices (i.e., it performs well even on portable devices of limited computation resources). Moreover, the sensitivity and latency metrics have shown that \(\lambda_2^d\) is more sensitive to the transition from normal states to epileptic states than the selected RQA measures in all tested models (multivariate/univariate, original/band-passed signals) in such a EEG-based chaotic system. Finally, as previous studies formulated the seizure detection
problem as a classification task [21], [44], [48], our method takes advantage of the computational efficiency in statistical control chart for real-time detection, in which no intensive model training process is required in our proposed method. On the other hand, since the projection from time series to the state space involves no time-delay embedding, a significant decrease in computational cost should be expected accordingly. Unlike in previous literature [49], a visual inspection is not required for selecting time-delay embedding parameters in our method and therefore the complexity of model can be significantly reduced with the number or tuning parameters.

Although our study has achieved its goals in theoretical and practical perspectives, there are still some limitations of our method. Firstly, the metric $\lambda^2 = 0$ for a disconnected graph and therefore it failed to provide further topological information in such cases. Accordingly, the threshold value for binarizing the distance matrix should be selected with caution. Secondly, our approach was tested on a fixed time window (1 second) with 50% overlap, which means each time window moves 500 ms forward. Given that the rapid transition from normal to epileptic states may even happen in less than 500 ms, it is worthy of consideration that the change in temporal synchronization pattern could slightly varies when analyzed with multiple time scales. Finally, the sensitivity for short seizure periods, as well as the robustness for long periods of our approach need to be improved. For example, the $\lambda^2$ feature shows a low sensitivity on Subject 6 and Subject 12, whose seizure periods are sometimes short (10–20 seconds). It may imply that the length of seizure onsets will limit the performances of our proposed method when the seizure onsets ended before the change of EEG states could be detected. However, this hypothesis can not explain few cases, e.g., Subject 15 and Subject 16. Since the CHB-MIT database only provides limited patient information, the impact of other factors such as seizure type remains to be evaluated in the future on other datasets.

VI. CONCLUSIONS

In this study, we presented a new approach to detect seizure onset events by characterizing the temporal synchronization pattern of multivariate EEG signals, in which multi-channel EEG signals are fused at signal level. We presented the complex EEG-based epileptic brain system as a recurrence network and found that the graph theoretic features associated with it can characterize the synchronization structures of epileptic brain network. Our experimental results showed a high sensitivity of 98.48%; seizure onsets are detected successfully for most subjects (except for Subject 12) in the test dataset. More importantly, our approach is potentially useful for patient-specific (or personalized) diagnosis and treatments without information from other subjects to be pre-trained. In the future work, we may consider adaptive threshold parameters applied to sliding windows as a classification task [21], [44], [48], our method takes advantage of the computational efficiency in statistical control chart for real-time detection, in which no intensive model training process is required in our proposed method. On the other hand, since the projection from time series to the state space involves no time-delay embedding, a significant decrease in computational cost should be expected accordingly. Unlike in previous literature [49], a visual inspection is not required for selecting time-delay embedding parameters in our method and therefore the complexity of model can be significantly reduced with the number or tuning parameters.
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Although our study has achieved its goals in theoretical and practical perspectives, there are still some limitations of our method. Firstly, the metric $\lambda^2 = 0$ for a disconnected graph and therefore it failed to provide further topological information in such cases. Accordingly, the threshold value for binarizing the distance matrix should be selected with caution. Secondly, our approach was tested on a fixed time window (1 second) with 50% overlap, which means each time window moves 500 ms forward. Given that the rapid transition from normal to epileptic states may even happen in less than 500 ms, it is worthy of consideration that the change in temporal synchronization pattern could slightly varies when analyzed with multiple time scales. Finally, the sensitivity for short seizure periods, as well as the robustness for long periods of our approach need to be improved. For example, the $\lambda^2$ feature shows a low sensitivity on Subject 6 and Subject 12, whose seizure periods are sometimes short (10–20 seconds). It may imply that the length of seizure onsets will limit the performances of our proposed method when the seizure onsets ended before the change of EEG states could be detected. However, this hypothesis can not explain few cases, e.g., Subject 15 and Subject 16. Since the CHB-MIT database only provides limited patient information, the impact of other factors such as seizure type remains to be evaluated in the future on other datasets.