Constructive Role of Noise for High-Quality Replication of Chaotic Attractor Dynamics Using a Hardware-Based Reservoir Computer
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Hardware-implemented reservoir computing (RC) has been gaining considerable interest in recent years, in particular for classification and nonlinear-prediction tasks. Such RC systems often perform analog computation and, therefore, may be more sensitive to noise than digital systems; noise has been found to often degrade the computational performance. In contrast, here we demonstrate that noise can also play a constructive role in hardware-based RC. Using a hybrid delay-based RC system with an analog part (nonlinearity) and a digital part, we show that the replication of chaotic attractor dynamics is overall improved when the reservoir is trained with an input signal modified by additive Gaussian noise. To quantify the performance of the attractor replication, we suggest two different methods based on recurrence plots and power spectra.
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I. INTRODUCTION

In recent years, analog hardware implementations of cognitive computing and neuro-inspired information-processing techniques have been gaining considerable interest. The hardware platforms that have been studied include electronic systems [1], magnetic spin systems [2], MEMS [3] and optical systems [4], among others. The associated hope is to realize versatile, hardware-adapted, fast, energy-efficient systems for applications comprising classification tasks, nonlinear prediction, and system control. Given the huge success of digital computing systems in the last few decades, the move toward analog computing systems might appear surprising, since it brings back all the challenges to deal with noise. However, despite its detrimental role in general, noise can sometimes play an important constructive role in dynamical systems. Noise was shown to be able to enhance desired system properties due to phenomena such as stochastic and coherence resonance [5–7] and it has been used, for example, in stochastic optimization techniques. Here we explore the noise-induced performance enhancement in autonomous attractor replication of a chaotic dynamical system using a hardware-implemented reservoir-computing (RC) system. Autonomous replication of chaotic systems has been demonstrated both experimentally [8,9] and by numerical simulations [10]. However, it has been observed that such autonomous reservoir computers can settle on a dynamical behavior different from the one they have been trained for [9,10]. We go beyond previous approaches by demonstrating that noise added to the input data can result in better overall replication of the desired chaotic dynamics and enhance robustness against parameter variations.

Analogously to weather and climate, short-term chaotic time-series prediction has been referred to as “weather prediction” of the chaotic dynamics and attractor replication has been referred to as “climate prediction” [11]. While short-term chaotic time-series prediction was considered in the early work on RC by Jaeger and Haas [12], chaotic attractor replication has recently attracted significant attention [8,11]. The short-term prediction of a chaotic system is fundamentally limited by the exponential divergence of close trajectories, characterized by the maximum Lyapunov exponent, and requires precise models, high numerical accuracy, and a large number of data points [13]. In contrast, the reproduction of the long-term behavior of a chaotic system entails capturing the topological properties of the chaotic attractor, not the precise trajectories [10]. In this article, we focus on the experimental replication of the long-term dynamical characteristics (climatelike prediction) of chaotic dynamics with high fidelity.

II. RESERVOIR COMPUTING

A. Basic principles

Our experimental approach builds on the delay-based RC architecture originally introduced by Appeltant et al. [1] in 2011. Delay-based RC systems fulfill the
FIG. 1. The one-step-ahead prediction (in green) and the autonomous operation of a delay-based reservoir computer (in orange). In the open-loop configuration the input signal is the original one $x(n)$, while in the autonomous run we close the loop, replacing the original signal by the output signal of the reservoir computer, $o(n-1)$. Node connections are indicated by blue arrows (one step before in time) and a red arrow (two steps back in time). $I$ stands for Input Layer, $R$ for Reservoir and $O$ for Output Layer.

requirements of RC for high-dimensionality and finite fading memory. Instead of requiring a recurrent network with a large number of neurons, here we need only one single nonlinear node and a delayed feedback loop. As illustrated in Fig. 1, the delay-based RC emulates a ring topology. Because of its simplicity, delay-based RC has attracted much attention, resulting in different hardware implementations in electronics [1,14], optoelectronics [15–17], and optics [4,18]. Although the physical substrate of the reservoir may change, the main structure of RC with three layers is preserved: an input layer, the reservoir, and an output layer. Through the input layer, the input signals are fed into the reservoir using weighted connections. These input weights are drawn from a Gaussian distribution and left unaltered. The reservoir exhibits transient nonlinear responses while the input signals are injected. Later, these responses are read out at the output layer via a linear weighted sum of the individual node states. The read-out weights are trained via linear regression. Two possible configurations of the RC system are considered. The open-loop operation (green line in Fig. 1) is used for training and testing stages of a one-step-ahead prediction. During the training stage we calculate the weights, while in the testing stage we evaluate the short-term prediction. The second configuration is obtained by closing the loop with feedback from the output layer as illustrated by the orange line in Fig. 1. This reinjection of the output allows the autonomous generation of complex dynamical behavior.

B. Training on the Rössler system

To illustrate the constructive role of noise in RC, we first aim at the autonomous replication of the $x$ variable of the Rössler system in the chaotic regime

$$\begin{align*}
\dot{x} &= -y - x, \\
\dot{y} &= x + ay, \\
\dot{z} &= bx - cz + xz,
\end{align*}$$

for the typical values $a = 0.2$, $b = 0.2$, and $c = 5.7$. For the numerical simulation of Eq. (1), we use a fifth-order Runge-Kutta integration method with an integration step of 0.1. Then we subsample the data with a step of 0.3 such that 20 points per natural oscillation of the Rössler dynamics are finally kept. The resulting time series is normalized with zero mean and unit standard deviation. In Fig. 2 we illustrate an example of the original time series (orange line) together with the one predicted by our RC system (dotted blue line). The first 20 samples (shaded region) correspond to the one-step-ahead prediction after the system has been trained in the open-loop operation. The following samples correspond to the autonomous operation when the output feedback loop is enabled. As expected for chaotic dynamics, the output of the autonomous operating system diverges in time from the original simulated trajectory. Still, the time series experimentally generated by the RC system visually resembles the typical oscillations of the original one. In Sec. III, we provide a more-quantitative analysis of this resemblance.

C. Experimental implementation

The experimental setup used for time-series prediction and replication is mainly composed of two elements: an analog electronic circuit and a digital Raspberry Pi board, as shown in Fig. 3. The single nonlinear node of the reservoir is an analog electronic implementation of the Mackey-Glass nonlinearity. The delay is implemented digitally. The experimental setup is detailed in Appendix A.
For the open-loop case, Fig. 1 (green), we update the delay-based reservoir according to the following equations [19]:

\[
\begin{align*}
    r_i(n) &= F[\gamma W^i_x x(n) + \beta r_{i-1}(n-1) + \Phi], \\
    r_i(n) &= F[\gamma W^i_x x(n) + \beta r_{N}(n-2) + \Phi], \\
    o(n) &= W^{out} r(n),
\end{align*}
\]

where \( r(n) \) and \( o(n) \) are the nodes’ states of the reservoir and the predicted output values, respectively; \( W^i \) are the random input connection weights that map the input into the reservoir, which are drawn from a Gaussian distribution; \( W^{out} \) are the output weights of the linear combiner that are computed by minimizing the squared error between the target \( y(n) \) and the predicted \( o(n) \) output values; \( \gamma \) and \( \beta \) are input and feedback scaling factors, respectively; and the added constant \( \Phi \) allows us to control the operating point within the Mackey-Glass nonlinearity, which is represented in Eq. (2) as \( F \).

D. Reservoir optimization

We proceed to identify the best choice of the parameters \( (\beta, \gamma, \Phi) \) and reservoir size \( N \) for the replication of the \( x \) variable of the Rössler system. We start from the assumption that the lower the value of the error during the short-term prediction, the better the performance for autonomous operation. The estimation of the prediction error in the experiments is based on an input signal of 4000 samples, divided in 3600 samples for training and 400 samples for testing. From the analysis of the normalized root-mean-square error (NRMSE) in the testing stage, we find the optimal size to be \( N = 700 \) (Fig. 9 in Appendix B) and the optimal operating point for short-term prediction to be \( (\beta, \gamma, \Phi) = (0.3, 200, 600) \) (Fig. 10 in Appendix C). Using these optimized values, we proceed to the climate-like reconstruction of the dynamics using the closed-loop configuration in Fig. 1 (orange) and the output weights computed for the short-term prediction. The update of the reservoir is then realized according to Eq. (2) but with the input value \( x(n) \) replaced by the output value predicted one step before \( o(n-1) \). To illustrate how the system captures the long-term dynamics, we plot in Fig. 4 the frequency spectra of the time series of the original (orange) and the replica (blue) \( x \) variable of the Rössler system.

III. MAIN RESULTS

A qualitative comparison between the original chaotic dynamics and its experimentally generated replica was done previously [8,9]. Here we go one step further and quantify the performance of our system for the long-term reconstruction of the dynamics. For this purpose, we propose two different measures based on recurrence quantification analysis (RQA) [20] and power-spectrum analysis, respectively. Moreover, we present an alternative way to train the RC system that yields a more-robust autonomous generation.

Recurrence plots offer a way to visualize sequential data in a two-dimensional plot [20]. They reveal the times at which a phase-space trajectory visits the same area in phase space. This leads to different structures emerging in the recurrence plots that can be quantified via RQA. Here we compare measures of the RQA in the original time series and in the replica time series. To that end, we compute what we call “divergence” as the sum of the absolute weighted differences of the RQA quantifiers:

\[
D = \frac{|R(o) - R(p)|}{R(o)} + \frac{|T(o) - T(p)|}{T(o)}
+ \frac{|L(o) - L(p)|}{L(o)} + \frac{|H(o) - H(p)|}{H(o)},
\]

where \( o \) stands for “original,” \( p \) stands for “predicted,” and the quantifiers recurrence rate \( (R) \), determinism \( (T) \), averaged diagonal-line length \( (L) \), and Shannon entropy \( (H) \) are defined in Appendix D.
TABLE I. Different operating points considered in the time-series reconstruction and the corresponding error for the one-step-ahead prediction. The colors refer to Fig. 5.

<table>
<thead>
<tr>
<th>Operating point ($\beta$, $\gamma$, $\Phi$)</th>
<th>NRMSE (\pm) Error</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.4, 350, 650)</td>
<td>0.0226 (\pm) 0.0018</td>
<td>Blue</td>
</tr>
<tr>
<td>(0.4, 60, 575)</td>
<td>0.0168 (\pm) 0.0010</td>
<td>Red</td>
</tr>
<tr>
<td>(0.3, 200, 600)</td>
<td>0.0114 (\pm) 0.0009</td>
<td>Yellow</td>
</tr>
</tbody>
</table>

For the power-spectrum analysis, in turn, we compute the cross-correlation coefficient of the replica and the original spectra on semilogarithmic scale as presented in Fig. 4. Performing the comparison on a semilogarithmic scale enhances the influence of the frequency components besides the dominant frequency peak.

Considering both quantitative methods, we explore the constructive role of noise by training the reservoir with an input signal altered with noise. The input signal is injected into the reservoir according to Eq. (4):

\[ x = x_{\text{Rössler}} + \frac{p}{100} \times r, \]

where \(x_{\text{Rössler}}\) is normalized with zero mean and unit standard deviation, \(p\) is the percentage of noise, and \(r\) is a random scalar drawn from the standard normal distribution. Our study of how training with input noise affects the autonomous operation is performed at three different operating points, namely, the optimum point and two neighboring points in the parameter space (see Fig. 10 in Appendix C), that yield different NRMSEs during the one-step-ahead prediction task, as shown in Table I.

For each noise amplitude and parameter set, we first train the system for one-step-ahead prediction to compute the corresponding output weights. These output weights are then loaded into the Raspberry Pi so that we can generate the predicted output online and proceed to test the autonomous operation. After an initialization of 200 samples in an open-loop configuration, allowing the system to settle on the original trajectory, we switch to closed-loop operation with output feedback. Then we let the system evolve autonomously for the next 3800 time steps. Figure 5 shows the divergence and the maximum of the spectral cross-correlation coefficient obtained from the comparison of the autonomously generated time series and the original time series. In Figs. 5(a) and 5(b), the error bars are computed from eight repetitions for each amplitude of the Gaussian noise.

The results in Figs. 5(a) and 5(b) show that the climate-like reconstruction of the dynamics gets on average better (i.e., low divergence and high spectral correlation) when the reservoir is trained with an input signal altered with Gaussian noise with an amplitude of approximately 3%. When we concentrate on the improvement for the optimal operating point alone (yellow line), it might not appear very remarkable. However, in addition, we also find a significant improvement to similar performance levels for the parameter conditions around the optimal operating point (blue and red lines). Therefore, training the RC system with input noise results in a more robust long-term reproduction of the dynamics in an extended parameter range. This is of high practical relevance. We find that this robust reproduction of the chaotic attractor is not found when the RC system is trained with use of ridge-regression regularization. This is studied in detail in Appendix E by numerical simulations.

We argue that the improvement in the long-term reconstruction of the dynamics using an initial training with input noise is achieved because we train the RC also for the environment of the attractor manifold, resulting in higher robustness for autonomous signal generation.

The constructive role of noise can also be shown visually via attractor reconstruction. In Fig. 6, we present side by side the embedded reconstructed attractor resulting from the original time series and the ones obtained when we train the RC with the original input and the input altered with a 3% amplitude of Gaussian noise. It becomes apparent by comparing these attractors that the RC system that uses the output weights computed from the altered input yields a more accurate reconstruction of the RC chaotic attractor, retaining most of the structures present in the original one.

In addition to the prediction of the \(x\) variable of the Rössler system and the corresponding attractor reconstruction, we explore the possibility of performing autonomous
The different panels show the phase-space reconstructions for the original time series and for the autonomously generated ones with different values of input noise. The phase-space reconstruction obtained for 0% and 3% input noise is obtained by our plotting of the eight different repetitions of the experiment together, which corresponds to approximately 30,000 points. We use the same number of points for the phase-space reconstruction of the original Rössler attractor.

cross-prediction of the variables $y$ and $z$ from the knowledge of $x$. During the open-loop training we obtain three sets of output weights, each of them for one of the variables of the system. As input to the reservoir we still choose the $x$ variable of the Rössler system. In autonomous operation, we obtain three predicted values, $x(n+1)$, $y(n+1)$, and $z(n+1)$, which are used for the attractor reconstruction. We find that the NRMSE for the one-step-ahead cross-prediction of the $y$ ($z$) variable is 0.025 (0.04). With the autonomously generated variables $x$, $y$, and $z$, we verify the high quality of the experimentally reconstructed attractor, as shown in Fig. 7.

IV. FINAL REMARKS

We demonstrate that training a reservoir computer with input altered with additive Gaussian noise can be beneficial when reconstructing the long-term chaotic dynamics in a climatelic sense. Moreover, the parameter range in which high-quality chaotic attractor climate replication is found can be significantly extended. Our results highlight that the reservoir with output feedback can be understood as a high-dimensional dynamical system the stability properties of which need to be tailored. By adding noise to the input in the initial training for the short-term prediction, we include the environment of the invariant manifold of the chaotic attractor during training. Thus, the autonomous generation is less vulnerable when the predicted trajectory diverges transversely from the attractor manifold and robust replication of chaotic attractor dynamics can be achieved.

The amount of noise that needs to be added to achieve the best performance may change depending on the task. In particular, we find that for the autonomous replication of the Rössler dynamics, the best results are achieved when the input signal is altered with approximately 3%-amplitude Gaussian noise. These results are demonstrated quantitatively by two different methods based on recurrence plots and power spectra. Supporting numerical simulations further validate the overall positive influence of the pretraining with noise for the replication of the chaotic attractor (see Appendix E). For the optimal conditions of our setup and for our target signal, we also perform autonomous cross-prediction of the variables $y$ and $z$. Applying this method and using a hardware-based reservoir, we are able to cross-predict the unobserved variables of the Rössler attractor. We expect our

FIG. 6. Phase-space reconstructions of the Rössler chaotic attractor for the operating point $(\beta, \gamma, \Phi) = (0.4, 60, 575)$ in the space spanned by $[x(t), x(t-\tau), x(t-2\tau)]$ with $\tau = 1.5$. The different panels show the phase-space reconstructions for the original time series and for the autonomously generated ones with different values of input noise. The phase-space reconstruction obtained for 0% and 3% input noise is obtained by our plotting of the eight different repetitions of the experiment together, which corresponds to approximately 30,000 points. We use the same number of points for the phase-space reconstruction of the original Rössler attractor.

FIG. 7. Autonomous cross-prediction of all three variables of the Rössler system using only one input variable, the time series of the $x$ variable. (a) The original Rössler attractor. (b) The reconstructed attractor obtained via autonomous cross-prediction. Each plot contains data from four repetitions of the experiment, which corresponds to approximately 15,000 points.
results to be transferable to other physical implementations of neuro-inspired information-processing schemes. Still, more experimental studies will be required to verify this point. The high-quality replication of chaotic attractor dynamics paves the way for the use of hardware-based RC systems with output feedback for arbitrary waveform generation or control loops.
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APPENDIX A: EXPERIMENTAL SETUP

Our implementation of the delay-based scheme can be conceptually divided into several distinct blocks, as illustrated in Fig. 3. We use a hybrid system with an analog part (nonlinearity) and a digital part. The analog part represents a Mackey-Glass circuit made of electronic transistors, integrated circuits, capacitors, and resistors, as depicted in Fig. 8. This electronic circuit produces a transfer function that can be fitted to the following Mackey-Glass nonlinearity:

\[
X_{\text{out}} = F(X_{\text{in}}) = \frac{CX_{\text{in}}}{1 + b^p X_{\text{in}}^p}, \tag{A1}
\]

where \( C, b, \) and \( p \) are parameters adjusted via the curve_fit function in PYTHON to approximate the experimental transfer function. The experimentally measured Mackey-Glass nonlinearity is shown together with its corresponding fit on the right-hand side in Fig. 3. Here the fit parameters correspond to \( C = 2.1345, b = 0.0019, \) and \( p = 9.8212 \) in Eq. (A1).

In this experimental setup, the delay-based RC implementation is working in the map limit regime (i.e., the time response of the system considered \( T \sim 4.7 \) \( \mu s \) is much smaller than the time separation between the virtual nodes \( \theta \sim 90 \) \( \mu s \). Under these conditions, the reservoir state \( r(t) \) is affected only by the input signal \( x(t) \) and the state of the reservoir one delay time earlier \( r(t - \tau) \). Here the coupling between virtual nodes is introduced by a mismatch between the delay time \( \tau \) and the input sampling period \( T_{\text{in}} \), \( \tau \neq T_{\text{in}} \). In particular, we use a ring topology such that \( \tau = T_{\text{in}} + \theta \). The communication between the digital and analog parts of the experimental implementation is done via general-purpose I/O pins of the Raspberry Pi, in addition to commercial analog-to-digital-converter and digital-to-analog-converter modules with ten-bit resolution.

APPENDIX B: SIZE OF THE RESERVOIR

A key parameter for the performance of reservoir computing is the size of the reservoir. The number of nodes required depends on the task and the amount of available training data, and a larger number of nodes does not necessarily imply a better prediction. In Fig. 9, we show the computed \( E = \sqrt{\langle (y(n) - o(n))^2 \rangle} \) for training and testing stages in the one-step-ahead task for different numbers of nodes. The training is performed with 3600 samples of the \( x \) variable of the Rössler system. Considering the error on the one-step-ahead prediction during the testing stage, we can observe that the best performance is obtained for 700 nodes. Experiments are initially performed at the operating point \((\beta, \gamma, \Phi) = (0.4, 60, 575)\) considering previous results \([14]\).

APPENDIX C: OPTIMAL OPERATING POINT

The operating point within the Mackey-Glass nonlinearity can be tuned by varying the set of parameters \((\beta, \gamma, \Phi)\). To identify the best parameter range of the reservoir’s nonlinearity for this task, we consider the common assumption

\[
\text{FIG. 8. The Mackey-Glass electronic implementation.}
\]

\[
\text{FIG. 9. Experimental results for the NRMSE during training and testing stages for the one-step-ahead prediction task as a function of the number of nodes in the reservoir. The mean and standard deviation are computed for ten realizations of the experiment.}
\]
that the lower the value of the error during the short-term prediction, the better the performance of the autonomous operation. In Fig. 10, we show the NRMSE for one-step-ahead prediction in the testing stage as a function of the feedback strength $\beta$ and the input scaling $\gamma$. Here we also simultaneously scan over the variable $\Phi$, considering the value that leads to the lowest NRMSE for each combination of $\gamma$ and $\beta$. We find that the optimal operating point is $(\beta, \gamma, \Phi) = (0.3, 200, 600)$.

In addition to this optimal operating point, in the main text, we consider two neighboring points with different NRMSEs during the one-step-ahead prediction: $(0.4, 60, 575)$ and $(0.4, 350, 650)$.

**APPENDIX D: RECURRENCE PLOTS**

A recurrence plot is a two-dimensional visualization of a sequential data set [21,22]. Considering our time series as a set of $M$ scalar measurements

$$x = (x_1, x_2, x_3, \ldots, x_M),$$  
(D1)

we can construct an $m_e$-dimensional vector $a_k$ for each value in $x$ using the Takens embedding theorem. This theorem offers a method to reconstruct a phase space very similar to that of the full solution through a delay-coordinate embedding generated using only the values of $x$. The vector is defined as

$$a_k = (x_k, x_{k+\tau_e}, x_{k+2\tau_e}, \ldots, x_{k+(m_e-1)\tau_e}),$$  
(D2)

where $\tau_e$ is the so-called embedding delay time and $m_e$ is the embedding dimension.

A recurrence plot is obtained by considering whether a given pair of these coordinates is nearby in the embedding space. Such recurrence of the trajectory at times $i$ and $j$ is then pictured within a two-dimensional squared matrix $R$ with dots, where both axes are time axes. The elements of this matrix are defined as

$$R_{ij} = \Theta(e - ||a_i - a_j||),$$  
(D3)

where $a_{ij}$ ($i, j = 1, 2, \ldots, M$) are vectors of dimension $m_e$, $e$ is a threshold distance, $||.||$ is a norm, and $\Theta$ is the Heaviside function. If the distance between a pair of coordinates in the series is less than the threshold parameter $e$, then $R_{ij} = 1$, which can be plotted as a black dot. Otherwise $R_{ij} = 0$, which can be plotted as a white dot.

The challenge with recurrence plots is the optimal choice of the embedding dimension $m_e$ [23], the embedding delay time $\tau_e$, and the threshold distance $e$ [24–26]. In our study, we apply the autocovariance function to the input time series $x$ to find the optimal value of the delay, $\tau_e = 5$. Next we chose the threshold to be a few percent of the maximum phase space (i.e., $e = 0.45$). Finally, we chose the embedding dimension $m_e$ to be 3. For this choice of parameters, we observe linear structures with small diagonal lines of differing length characteristic of chaotic systems, as illustrated in Fig. 11.

To quantify the different structures appearing in the recurrence plots, RQA was developed by Zbilut and Webber [27,28] and was extended with new measures of complexity by Marwan et al. [29]. These measures, usually computed in windows along the main diagonal, aim to study time dependencies within the time series. They are useful to detect transitions, time delays, unstable periodic orbits, and similarities between processes. For our study, we considered the following quantities:

(a) Recurrence rate. This quantifier measures the density of recurrence points in a recurrence plot (i.e., the probability that a specific state will recur).

$$R = \frac{1}{N^2} \sum_{i,j=1}^{N} R(i,j).$$  
(D4)

(b) Determinism. This quantifier is the percentage of recurrence points that form diagonal lines in the recurrence plot of minimal length $\ell_{\text{min}}$ ($\ell_{\text{min}} \geq 2$). It is related to the predictability of the dynamical system. For a white-noise time series, its recurrence plot will be full of only single dots and very few diagonal lines. Instead, a deterministic process has a recurrence plot with very few single dots but many long diagonal lines.

$$T = \frac{\sum_{\ell=\ell_{\text{min}}}^{\ell_{\text{MAX}}} \ell P(\ell)}{\sum_{\ell=1}^{\ell_{\text{MAX}}} \ell P(\ell)},$$  
(D5)
FIG. 11. (a) An interval of the time series of the $x$ variable of the Rössler chaotic system. (b) The corresponding recurrence plot.

where $P(\ell)$ is the frequency distribution of the lengths $\ell$ of the diagonal lines.

(c) Averaged diagonal-line length. This measures the average length of the diagonal lines.

$$L = \frac{\sum_{\ell=\ell_{\text{min}}}^{N} \ell P(\ell)}{\sum_{\ell=\ell_{\text{min}}}^{N} P(\ell)}. \quad (D6)$$

(d) Shannon entropy. The probability $p(\ell)$ that a diagonal line has exactly a length $\ell$ can be estimated from the frequency distribution $P(\ell)$ with $p(\ell) = P(\ell)/\sum_{\ell=\ell_{\text{min}}}^{N} P(\ell)$. The Shannon entropy of this probability,

$$H = -\sum_{\ell=\ell_{\text{min}}}^{N} p(\ell) \ln p(\ell), \quad (D7)$$

is a manifestation of the complexity of the deterministic structure in the system.

We propose RQA as a method to quantify the similarity between the reconstructed and the original chaotic dynamics in the climatelike sense. In particular, we compute the recurrence rate, determinism, averaged diagonal-line length, and Shannon entropy from the recurrence plot of the original time series, the values of which can be seen in Table II, and we compare them with the ones obtained with the autonomous replication of the reservoir computer. This quantitative measure is called “divergence,” and is defined as the sum of the absolute weighted-values differences between the different RQA measures, as shown in Eq. (3).

APPENDIX E: NUMERICAL SIMULATIONS

By performing accompanying numerical simulations, we aim to test whether our main findings are not specific to the experimental system. We can also isolate the influence of the training with additive noise at the input as opposed to using regularization in the training. Here we use ridge regression and input noise.

FIG. 12. Divergence of the attractor reconstruction for the operating point $(\beta, \gamma, \Phi) = (0.4, 60, 575)$. (a) The output weights are calculated with use of ridge regression for different values of $\lambda$. (b) The output weights are calculated with use of linear regression and input noise.
FIG. 13. Divergence of the attractor reconstruction for the operating point \((\beta, \gamma, \Phi) = (0.3, 200, 600)\). (a) The output weights are calculated with use of ridge regression for different values of \(\lambda\). (b) The output weights are calculated with use of linear regression and input noise.

Regression for different values of \(\lambda\) in Eq. (E1):

\[
\sum_{i=1}^{m} (y_i - o_i)^2 + \lambda \sum_{j=1}^{N} (W_{ij}^{\text{out}})^2. \tag{E1}
\]

The first term corresponds to the usual linear regression; the second one imposes the regularization.

We also extend the number of samples (length of the time series) considered during the training to avoid artifacts, if any, due to the initial conditions. In the numerical simulations, we use \(m = 35,000\) points to train the system (i.e., calculate the output weights) and \(5000\) points to test it. Then we close the loop, and we let the system run autonomously for another 20,000 time steps, which will eventually generate the desired chaotic attractor. We perform this procedure for ten different sets of input weights; the corresponding results are shown in Figs. 12–14. In these figures each dot corresponds to a different set of input weights.

With the results depicted in Figs. 12(a) and 12(b), we illustrate that ridge-regression regularization is not analogous to training the system by adding noise to the input time series. We find that training the system using a regularization method, independently of the value of the ridge-regression parameter \(\lambda\), does not guarantee the proper reconstruction of the attractor for the operating point \(\beta = 0.4, \gamma = 60, \Phi = 575\). As shown by the large values of the divergence in Fig. 12(a), the autonomously generated time series no longer reproduce the dynamics of the Rössler system for certain realizations of the input weights. In such cases, we find that the reservoir approaches a fixed point, a limit cycle, or other erratic temporal behavior, represented by a cloud of points in the attractor reconstruction representation.

For the other two operating points \((\beta = 0.3, \gamma = 200, \Phi = 600, \beta = 0.4, \gamma = 350, \Phi = 650)\), Figs. 13 and 14 illustrate that we obtain different results when using either linear regression with input noise or ridge-regression regularization. We show that for these operating points ridge regression works for high values of \(\lambda\) (i.e., \(\lambda \geq 10^{-3}\)). The attractor reconstruction for output weights calculated with linear regression and input noise reaches a minimum around the 3%–4% of additive Gaussian noise. Our numerical results support the finding that training the reservoir with additive noise at the input yields a stable autonomous reproduction of the chaotic attractor for intermediate values of the noise strength. In turn, the robust reproduction of the chaotic attractor is significantly less likely when ridge regression is used for all the operating points.
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