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Abstract—In the past, team coordination dynamics have been explored using nonlinear dynamical systems (NDS) methods, but the relationship between team coordination dynamics and team performance for all-human teams was assumed to be linear. The current study examines team coordination dynamics with an extended version of the NDS methods and assumes that its relationship with team performance for human-autonomy teams (HAT) is nonlinear. In this study, three team conditions are compared with the goals of better understanding how team coordination dynamics differ between all-human teams and HAT and how these dynamics relate to team performance and team situation awareness. Each condition was determined based on manipulation of the pilot role: in the first condition (synthetic) the pilot role was played by a synthetic agent, in the second condition (control) it was a randomly assigned participant, and in the third condition (experimenter) it was an expert who used a role specific coordination script. NDS indices revealed that synthetic teams were rigid, followed by experimenter teams, who were metastable, and control teams, who were unstable. Experimenter teams demonstrated better team effectiveness (i.e., better team performance and team situation awareness) than control and synthetic teams. Team coordination stability is related to team performance and team situation awareness in a nonlinear manner with optimal performance and situation awareness associated with metastability coupled with flexibility. This result means that future development of synthetic teams should address these coordination dynamics, specifically, rigidity in coordination.
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I. INTRODUCTION

Recent algorithmic advances in the development of autonomous agents have enabled them to communicate and coordinate with humans and other autonomous agents [1]. These autonomous agents can function—at least partially in a self-directed manner—outside of the sorts of situations that they were designed for by using intelligence-based capabilities [2]. As computing systems continue to advance, there is a push to consider autonomous agents as team members [3]. This role of autonomous agents as team members has started a paradigm shift from all-human teaming to human-autonomy teaming (HAT), the latter being teams composed of both humans and technology-based team members [4]–[6]. This inclusion of autonomy within the team context establishes a need to understand how hybrid HATs differ from all-human teams. The current work explores those differences within the context of a simulated unmanned air vehicle (UAV) task.

HAT involves at least one human operator and one automated system coordinating and collaborating interdependently over time in order to successfully complete a task [4]. The literature is divided, however, on the role that artificial intelligence plays within the team context: Some authors argue that technology-based team members are to some extent equivalent to their human counterparts as team members [7, p. 204]; [4], [5], [8] whereas others contend this designation is not warranted [9]. In the HAT context—an example of the former position—equal status among human and automated teammates has led to the redefinition of a team as an actor-agent community (e.g., [8]). The justification for redefining the team concept derives from the ability of autonomous agents to take initiative and give orders to both human and automated counterparts. These autonomous agents make their own decisions about their actions during the team task. Therefore, without outside intervention, an autonomous agent can independently achieve goals and maintain good performance in highly dynamic environments by interacting (i.e., communication and coordination) with other humans or other agents [2], [10], [11]. On the other hand, Klein et al. [9] underline that the automated system’s lack of intelligence is a large obstacle in its path to becoming a team member. Recent work supports that idea by showing how the autonomous agent’s limited interactions can increase the cognitive demands placed on human teammates [12], [13]. Regardless of the status researchers ascribed to autonomous agents, artificial intelligence is an ever increasing presence within the team context [2], [14]–[16]. In this paper, we explore differences between human teams and HATs through the lens of interactive team cognition [3], [17]–[21]. In order to do so, we used an adaptive, control, thought–rationale (ACT-R) cognitive modeling-based
synthetic teammate as an autonomous team member that uses a dialog management system to understand and respond to information requests from human team members [16], [22].

A. Teams as Nonlinear Dynamical Systems

The emphasis on team interactions is aligned with interactive team cognition (ITC) theory [17]. ITC considers team cognition as a process which, in contrast to individual cognition, can often be measured directly at the level of the team. Importantly, ITC also assumes that team cognition must be understood in the dynamic task context in which the team operates [17]. In ITC, interaction-based measures rely on patterns of team interaction that continuously change over time [20] and are indicators of team cognition and team performance [17]. In this case, team interactions are emergent properties of teams that are irreducible to the heterogeneous characteristics of individual team members, characterization that places team cognition within the realm of nonlinear dynamical systems (NDS).

The NDS approach to team cognition has revealed much about the way that teams communicate and coordinate in a broad range of contexts [18], [20], [21], [23]–[26]. For instance, Gorman, Amazeen, and Cooke (2010) applied NDS methods in a UAV task environment, wherein team membership changed (i.e., Mixed teams) or stayed the same (i.e., Intact teams) over successive experimental sessions. Remarkably, mixed teams were better able to adjust to unexpected perturbations, and this ability was linked to team level dynamics: Mixed teams adopted a globally stable pattern of communication while exhibiting strong temporal dependence. These findings support the ITC viewpoint by emphasizing the importance of contextualized team level process measures in the study of team cognition [17]. In the current study, we investigate the potential of NDS and ITC perspectives to capture the differential dynamics of all-human and human-synthetic teams.

II. CURRENT STUDY

A. Task and Roles

In the current study, three heterogeneous and interdependent team members photographed critical target waypoints. The three roles were as follows.

1) The navigator, who provides a dynamic flight plan with information regarding speed and altitude restrictions of the waypoints to other team members.
2) The pilot who controls the UAV by controlling its fuel and adjusting altitude and airspeed.
3) The photographer, who takes photos of each target waypoint and adjusts camera settings [27].

The basic team goal is to take photographs of ground targets during simulated reconnaissance missions by interacting with each other through a text-based interface and each member must maintain all UAV-based communications system. Teams must also maintain all UAV flight and sensor systems and observe any restrictions associated with particular waypoints. The task was carried out over a series of five missions (each 40 min in length; [27]).

The study involved three conditions/configurations (each composed of ten teams). Conditions differed in the identity of the pilot teammate. The pilot was:

1) a synthetic teammate (i.e., a cognitively plausible ACT-R based computational model) in the synthetic condition;
2) a randomly assigned human participant in the control condition; and
3) an expert confederate who used a role specific coordination script in the experimenter condition.

For all three conditions, team members communicated with each other using a text-based interface and each member had access to a communication cheat sheet for effective communication with the pilot. In the synthetic condition, because of the synthetic teammate’s limited language capability, the navigator and the photographer needed to ensure that all text messages to the synthetic teammate were neither ambiguous nor cryptic [28]. In the experimenter condition, the confederate pilot used a coordination script and asked the navigator and photographer scripted questions when needed to promote adaptive passing of information about the critical waypoints in a timely manner [22], [29].

B. Order Parameter of Team Communication

A sequence of the task specific communication–coordination events that have to occur at each target waypoint (i.e., information, negotiation, and feedback) were defined as the essence of coordination [30].

1) Information (I) was sent by the navigator to the pilot about the upcoming target waypoint.
2) The photographer and the pilot Negotiated (N) regarding the critical target waypoint’s altitude, airspeed, and camera settings required to take a good photograph.
3) The photographer sent Feedback (F) to the other team members about the status of the target photo. In short, this task specific coordination pattern is called INF.

Based on the timing between components of the INF coordination pattern, the Kappa score (κ), which serves as an order parameter, is computed for each target waypoint (see Formula 1). This parameter describes the timing of the coordination among the individual components of the systems of the UAV team [18]

\[
\kappa(t) = \frac{t_{\text{feedback}} - t_{\text{information}}}{t_{\text{feedback}} - t_{\text{negotiation}}} \quad (1)
\]

where \(\kappa(t)\) is computed at each time step, \(t\): "where \(t_{\text{feedback}}\) is the time it takes to provide feedback about whether a good photo of the target was taken, \(t_{\text{information}}\) is the time it takes to provide the initial information about the target, and \(t_{\text{negotiation}}\) is the time it takes to negotiate about the airspeed and altitude in order to take a good photo. All of these dynamic parameters also depend on the current status of the target photo, such as whether the current altitude or airspeed is the same as the next target waypoint’s altitude and airspeed, which reduces the negotiation time if the team members are aware of it.

Consistent with the ITC perspective, \(\kappa\) resides at the level of the team rather than the level of the individual. It reflects the systems’ state changes—due to changing the control parameter (described as follows)—and captures the current state of team coordination as it fluctuates over time [18]. \(\kappa\) has some interesting properties: First, it has no units because all three constituent parts are measured in seconds and these units cancel in the
The experiment was conducted in the agent-environment interaction language generation with a transition \( k = 1 \) that differentiates the two. In this particular experimental context, the lower bound of \( k \) is zero (theoretically, it could take on an infinite number of values, but these are the two states that have a practical use) [18], [31], [32].

In contrast, the control parameter is used as a catalyst to change the systems behavior (i.e., identifying dynamics of the order parameter) [33]. This study presents an examination of the order parameter (i.e., \( \kappa \) score) and control parameter (i.e., three team configuration) during performance in the UAV task. We also explore how team coordination dynamics differ across the three team compositions (synthetic, control, and experimenter) and how team coordination dynamics relate to the outcome measures: team performance and team situation awareness (TSA).

III. METHODOLOGY

A. Participants

In total, 30 teams (ten in each of the three conditions) completed the experiment. Within those 30 teams, 70 participants (60 males and 10 females, \( M_{\text{age}} = 23.7, \text{SD}_{\text{age}} = 3.3 \)) were recruited from Arizona State University and surrounding areas, each completing an approximately eight-hour experiment as a team. The number of participants in each team depended on condition. Teams in the control condition had three randomly assigned participants whereas teams in the synthetic and experimenter conditions had two randomly assigned participants for the navigator and photographer roles. This is because the pilot position in the latter two conditions were filled by a nonparticipant—the synthetic teammate in the synthetic condition and a trained confederate in the experimenter condition. Having normal or corrected-to-normal vision and being fluent in English were the main requirements for participation, with which each participant being compensated $10/h.

B. Materials and Apparatus

CERTT-II Test Bed: The experiment was conducted in the context of the cognitive engineering research on team tasks laboratory, unmanned aerial vehicle - synthetic task environment (CERTT UAV-STE). The CERTT UAV-STE simulates the teamwork aspects of ground control of a predator UAV [27], [34]. The team’s task in this simulated environment is to detect and photograph target waypoints in a timely manner while maintaining all UAV flight and sensor systems and observing any restrictions associated with particular waypoints [27]. In this experiment, the CERTT-UAV-STE software was embedded in an updated version of the hardware infrastructure (CERTT-II). In order to support this experiment, CERTT-II provides new hardware infrastructure that has varied features: first, text chat capability for communications between team members, and second, eight new hardware consoles: four consoles for up to four team members and another four consoles for two experimenters who oversee the simulation, inject roadblocks, and make observations. The “texting experimenter” console has two embedded computers through that the experimenter can give ratings (for target achievement, behavior, and situational awareness) and send text messages via chat window to the other three roles (pilot, navigator, and photographer). This console can also turn on and off all the computers and software of the other consoles via a master control window. The other console, called the “nontexting experimenter” console, enables the experimenter to give ratings (for coordination, target achievement, and behavior) and can also follow the participants using a camera.

Synthetic Teammate: One goal of the synthetic teammate project is to create a synthetic teammate capable of human-like behavior in order to interact with other human team members. In the study, one of the team members was a synthetic teammate developed using the ACT-R cognitive modeling architecture [35], which is composed of five components [16]:

1) **language analysis** to accommodate a variety of English constructions;
2) **language generation** to choose possible utterances;
3) **dialog modeling** to recognize when communication is obligatory;
4) **situation modeling** for situation awareness; and
5) **agent-environment interaction** to fly the UAV between destinations in a way that is cognitively plausible.

At the beginning of the study, participants were informed that one of their teammates, i.e., the pilot, was a synthetic teammate that had limited communication capabilities. Therefore, in order to interact (i.e., communicate and coordinate) with the synthetic teammate effectively, the human team members needed to send messages in a constructive way, i.e., without any cryptic language or misspellings [28]. This instruction was given during the training process and also on the cheat sheet with examples. For instance, when the navigator sends the following message to the synthetic teammate, the synthetic teammate may not understand it; especially, the airspeed and altitude information: The next waypoint is F-AREA which is a target with air 50–200 and alt. 2500–3500. The effective radius is 5. The problems in this message are the words “air,” “alt.,” and that the numbers should be separated without a dash. Therefore, the navigator should send this message to the synthetic pilot as the following: “The next waypoint is F-AREA. It is a target. The airspeed restriction is 50 to 200. The altitude is 2500 to 3500. The effective radius is 5.” Otherwise, the synthetic pilot may ask questions about the altitude and airspeed.

Other Materials: For the hands-on training and the task, the photographer and the navigator had a communication “cheat sheet”, which shows examples of how to communicate with the synthetic teammate. Also, another “cheat sheet” and supplemental materials for each role were displayed at the corresponding workstations. The pilot role in the experimenter condition had a coordination script in order to push and pull information to other team members in a timely manner. Supplemental materials include role-specific rule summaries, screenshots of each station’s displays, waypoint list for the navigator, and camera setting list and photo folder comparisons of good and bad photos for the photographer. Experimenters had paper checklists for the experiment setup (starting the experimenter and participant consoles, briefing, training, and mission task, respectively), and data for each session were archived via an external hard drive (this data included all the team performance and process data, NASA task.
TABLE I  
EXPERIMENTAL SESSION

<table>
<thead>
<tr>
<th>Session Order and Task Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Consent forms (15 min)</td>
</tr>
<tr>
<td>2) PowerPoint (30 min) and</td>
</tr>
<tr>
<td>hands on training (30 min)</td>
</tr>
<tr>
<td>3) Mission1 (40 min)</td>
</tr>
<tr>
<td>4) NASA TLX-I / Knowledge</td>
</tr>
<tr>
<td>Session-I (30 min)</td>
</tr>
<tr>
<td>5) Missions 2 (40 min)</td>
</tr>
<tr>
<td>6) Mission 3 (40 min)</td>
</tr>
<tr>
<td>7) Mission 4 (40 min)</td>
</tr>
<tr>
<td>8) Mission5 (40 min)</td>
</tr>
<tr>
<td>9) NASA TLX-II / Knowledge</td>
</tr>
<tr>
<td>Session-II (30 min)</td>
</tr>
<tr>
<td>10) Post-Check Procedure (15 min)</td>
</tr>
</tbody>
</table>

Note. From the hands-on training through the post-check procedure, a 15-min break was applied after each task. Therefore, the total approximate time for the experimental session was eight hours.

load index (TLX) Workload, teamwork and taskwork knowledge, and demographics).

C. Procedure

The order of the eight-hour experiment procedure is depicted in Table I. Accordingly, when participants arrived, they read and signed an informed consent form and were randomly assigned to one of the two team member roles (navigator or photographer) in the synthetic and the experimenter conditions. In the control conditions, three team members were assigned one of three roles (pilot, navigator, or photographer). In all three conditions, the pilot (either human or synthetic) was isolated in one room and the navigator and the photographer in another. In the synthetic condition, the navigator and the pilot knew that the pilot was the synthetic teammate, and in the control condition, the navigator and the photographer knew that the pilot was a human participant. The navigator and the photographer were seated in locations separated by partitions such that they did not have face-to-face contact.

After that, participants received a briefing and then a 30-min role-specific skills training using an interactive PowerPoint training program which includes an audio section. After the interactive training session, a 30-min hands-on practice training was started. During the practice session, the participants were required to perform specific tasks, and the experimenters checked off participants’ demonstration of certain skills using a basic skills checklist. After the participants had reached criterion levels of performance on their individual tasks, they started the first mission.

Each team completed five 40 min missions. In each mission, participants interacted with each other and with their task environment based on their task specific roles. The pilot controls the UAV by observing role specific settings (i.e., fuel, flaps, and gears) and systems directly related to controlling the flight path of the UAV. The pilot flies the UAV along waypoints in accordance with a mission route developed by the navigator. The navigator has access to data regarding the location of and any restrictions on critical waypoints, and navigates the pilot based on the data. Using this information, the navigator plans a sequence of waypoints called the mission route. The photographer’s main objective is to take good photos of the critical waypoints (which are predesignated as targets). To achieve this, the photographer must monitor and control the systems and settings relevant to the UAV sensor equipment (i.e., infrared, synthetic aperture radar, and electro-optical photography equipment). In addition, the photographer must work with the pilot to coordinate camera settings with UAV location flight settings to ensure that the UAV is within a certain radius (e.g., five miles) of a target to take a good photo.

After completing the first mission, a knowledge session was conducted in order to test participants for team and task related knowledge relevant to the UAV STE both individually and as a team. After that, the NASA TLX, which is a subjective workload assessment [36], was administered to measure six workload components, including mental, physical, temporal demand, performance, effort, and frustration.

Each team completed five missions with Missions 1 through 4 of comparable workload and Mission 5 of high workload. Teams had to photograph 11 target waypoints for Mission 1 and Mission 3, 12 targets for Mission 2, 13 targets for Mission 4, and 20 targets for Mission 5. Target waypoints fell into areas called restricted operating zones (ROZ) boxes. The first four missions contained five ROZ boxes, whereas there were seven ROZ boxes for Mission 5. These missions had restrictions on airspeed, altitude, and the ROZ boxes (flying within an effective radius for entering the operating zone).

During each mission, the navigator would be alerted to new targets which were hidden targets (or “roadblocks”) on the navigator’s map [37], [38]. These hidden targets were novel changes in the dynamic task environment that disrupted routine team coordination [38]. For instance, when the team entered a specific ROZ, these hidden targets were provided by the experimenter to the navigator as a chat message: “Enemy forces have just left from the target WP8. You are clear to enter area to take a photo.” There were three roadblocks in Missions 1 and 2, four in Missions 3 and 4, and five in Mission 5. In this task, team situation awareness (TSA) was measured via these “roadblocks” [22].

Throughout the missions, team communication was observed by texting and nontexting experimenters who checked appropriate boxes on the situation awareness and coordination loggers in real time. After visiting each target waypoint, both experimenters independently rated the team’s process behaviors (i.e., adequacy of team member behaviors such as communication) on a scale of one to five, five being the best. After completing the last mission, the team received a second round of knowledge and NASA TLX measures, and later on had their demographic data (e.g., age, education, etc.) collected. Finally, the participants were debriefed about the experiment.

D. Measures

A team performance score was collected for each of the five missions. The team performance score is a composite score composed of a set of mission variables, including the time each individual spent in alarm and warning states, number of successfully photographed targets. Each variable has associated penalty points—weighted in advance to correspond with task importance—that were deducted from the maximum score of 1000. In terms of the workload differences of each mission, no penalty was incurred for teams photographing a smaller proportion of targets in high workload missions [31].
Findings from this study about team performance were that experimenter teams out-performed both the synthetic and control teams (the latter two performed equivalently) [22]. Also, in this task, there was a significant mission effect. However, only team performance in the experimenter condition increased from Mission 1–4. This indicates that there was a learning effect in the experimenter condition. During the last mission, the team performance significantly decreased because of high workload (i.e., injected more target waypoints).

Three process measures are considered in this study: One of them, team communication flow (TCF) is a multivariate binary measure recorded once each minute, for each team member to indicate if at least one message was sent (TCF = 1) or not (TCF = 0) by each respective team member. Kappa score (κ), the second team process measure, is considered based on the timing among the components of the INF coordination sequence and serves as an order parameter (See Formula 1) [18].

The third process measure is TSA was the total number of successfully completed roadblocks. Roadblocks were ad hoc target waypoints that take place within the scenario at set times within each mission. During each mission, teams were sometimes presented with “roadblocks”, such as the introduction of a new target waypoint. Completion of the roadblocks was used as a measure of TSA. The triggering mechanism for these roadblocks is based on each team’s position relative to the waypoints in the mission; as such, the number of way points triggered in each mission may vary from team to team [31]. In terms of overcoming roadblocks (TSA), the experimenter teams overcame more than the synthetic and control teams, who overcame the same number of roadblocks [13], [22].

IV. Data Analysis and Results

In this study, the following analyses were applied to understand different characteristics of team coordination dynamics.

1) Attractor reconstruction to visualize the dynamics of the teams by using a κ score at the team level.
2) Stability analysis (Lyapunov exponents) for each coordination order parameter κ at the team level.
3) Surrogate analysis to address whether the observed dynamics were an artifact of the short κ time series or occurred randomly.
4) Joint recurrence quantification analysis (JRQA) to extract the % determinism (DET) measure on the multivariate TCF measure.

In this study, the programming software MATLAB was used to conduct the largest Lyapunov exponent calculation. JRQA was carried out in R version 3.2.3 [40] using the cross recurrence quantification analysis package [41] for calculating DET measure.

A. Attractor Reconstruction

Attractor reconstruction was used to visualize and measure team coordination dynamics in this task [18], [41]. Based on Taken’s [42] theorem, one can recover a system’s dynamical structure (i.e., reconstruct the attractor) from a one-dimensional (1-D) signal (in this study, this signal is the κ time series) and a set of independent, time-delayed versions of itself. The reconstructed attractor exposes the dynamical structure that produced the patterns observed in the original 1-D signal.

In this study, the attractor was reconstructed for each team’s κ series, by first estimating two embedding parameters: the optimal time delay (τ), and the embedding dimension (m) [39], [43]. τ identifies the lag for which the original signal is maximally different from itself. These lagged versions are then used as the dimensions (m) in the phase space that the signal is unfolded onto. Following standard practice, τ was estimated as the first minimum of the average mutual information function [39], [43]. The selection of m followed the false nearest neighbors method outlined by [43]. This process surveys data points and their neighbors in dimensions ranging within spaces of increasing dimension. The goal is to find “false neighbors”, that is, points that separate when examined in a higher dimension. Per convention, m was determined as the lowest dimension where the percentage of false neighbors ≤10.

Multivariate analysis of variance was conducted see how time lag (M = 1.80, SD = 1.24) and embedding dimension (M = 2.83, SD = 0.87) differ across the conditions (i.e., synthetic, control, and experimenter). Box’s M test (4.57) shows that there were no significant differences between the covariance matrices (p = 0.27). Therefore, the assumption of homogeneity of covariance was not violated, and Wilks Λ is an appropriate test to use. According to Levene’s test, the assumption of homogeneity of variances was not violated for both of the dependent variables (for τ: F(2, 27) = 2.31, p = 0.12; for m: F(2, 27) = 0.24, p = 0.79). The findings indicate that there were no significant differences across the conditions, F(4, 52) = 0.79, p = 0.53, Wilks Λ = 0.88. Thus, these two parameters (τ and m) are sufficient to reconstruct the attractor across different teams within the same task. That is, these nonsignificant results show the reliability of the used methods in attractor reconstruction for different teams performing in the same task.

B. Stability Analysis

We also evaluated team coordination stability by estimating the largest Lyapunov (λ) exponent from the reconstructed attractors. The λ measures the exponential rate of divergence of two nearby trajectories on the attractor [43], [44]: stable (λ1 < 0), unstable (λ1 > 0), and metastable or parallel trajectories (λ1 ≈ 0) of team coordination [45]. The magnitude of λ relates to the speed with which a dynamic system reaches a (stable or unstable) equilibrium point. A system with large negative λ reaches an equilibrium state quickly and will have difficulty moving away from it (i.e., the system becomes rigid), while a system with large positive λ will quickly become unstable leading to a breakdown in communication coordination and, perhaps, a jeopardized mission. Systems with λ close to zero will begin to meander and then stabilize (if λ is negative) or meander and destabilize (if λ is positive). Systems that exhibit either of these metastable situations are typically quick and agile and, thus, are likely to perform well [46].

Reconstructed attractors for three teams are presented in Fig. 1. Fig. 1 shows that differently composed teams (e.g., synthetic, control, experimenter) may also differ in their temporal
dynamics; λ estimates provide converging evidence of that observation. The synthetic team’s coordination was focused on a small part of phase space with less variability and a more stable appearance (λ_{Syn} = -0.04). On the other hand, the control (λ_{Cont} = 0.02) and experimenter (λ_{Exp} = 0.05) teams demonstrated more variability and less stability in Fig. 1.

A one-way analysis of variance (ANOVA) was used to further investigate if λ varied as function of team composition. Levene’s F test indicated that the homogeneity of variance was violated, and therefore, an adjusted F ratio from Welch statistics is reported. The results for λ indicate that the difference among the conditions was statistically significant, F(2, 15.7) = 9.22, MS_e = 0.001, p < 0.05, η^2 = 0.34. Follow-up pairwise comparisons (based on LSD test) revealed that synthetic teams showed more stable coordination dynamics (MSyn = -0.02, SDSyn = 0.02) than either control (M_{Cont} = 0.01, SD_{Cont} = 0.03, p < 0.05) or experimenter teams (M_{Exp} = 0.03, SD_{Exp} = 0.04, p < 0.05; see Fig. 2). Despite the apparent trend in Fig. 2, however, the stability of the control team and the experimenter teams did not differ reliably (p = 0.15). Thus, consistent with previous research, these results suggest that team coordination dynamics do vary as a function of team composition with the synthetic teams being stable.

C. Predicting Team Performance and Situation Awareness via the Largest Lyapunov

In order to predict the relationship between λ and three outcome measures (team performance score and TSA), regression analysis was applied to each outcome separately. For λ, all linear terms were positively related with outcome measures, and all quadratic terms were negatively related with the outcome measures. Only λ and TSA had a statistically significant relationship: the linear relationship indicates that every one-standard deviation increase in λ (holding constant other variables) is related to a 0.77 standard deviation increase in TSA. The quadratic relationship indicates that a one-unit standard deviation increment in the λ (holding constant other variables) was related with a −0.59-unit decrement in the relationship between the λ and TSA (see Table II). That is, for lower values, λ had a positive relationship with TSA, however, as λ increases this relationship becomes negative.

D. Surrogate Analysis

Surrogate analysis is a bootstrapping method that represents a more stringent null hypothesis for presence of significant dynamic coordination structure than comparison to a theoretical value alone [47]. Therefore, in order to address whether the observed dynamics were an artifact of short time series, surrogate analyses were applied on the λ scores [40]. We generated randomly shuffled surrogates of the observed λ scores to compare with observed λ scores, and obtained 19 randomly shuffled surrogates for each λ scores for a 95% confidence level [45].

Each surrogate had the same marginal statistical properties (mean, standard deviation) as its parent λ but was randomly sequenced. The results indicate that the absolute values of the observed λ were significantly different from the surrogate values, t(29) = 2.25, p < 0.05 (two-tailed). This means that the observed dynamics of λ were not artifacts of short or noisy λ.

E. Joint Recurrence Quantification Analysis

Joint recurrence quantification is the multivariate extension of the well-studied recurrence quantification analysis (e.g., RQA; [49], [50]). The underlying theory of JRQA and attractor reconstruction is the same; however, JRQA and its univariate
counterparts provide additional important information about underlying temporal dynamics of observed time series. In addition, RQA is more versatile and can be applied to both continuous and categorical data. In this paper, we focus only on the categorical form of JRQA, but we refer readers to more general treatments (e.g., [49], [50]).

The basis for RQA (and JRQA) is the recurrence plot (RP) [51], a valuable visual tool for uncovering when a system revisits a region of phase space. In categorical RQA, the RP captures when particular states or sequences of states are revisited over time. We illustrate the construction of the categorical RP with a simple example. Consider a simple binary time series, $x(t) = [1, 0, 1, 1, 0, 0, 1, 0, 0, 0]$. Here, the value at $x(1)$ is repeated at $x(3)$, $x(4)$, and $x(8)$. Similarly, the value at $x(3)$ is repeated at $x(4)$ and $x(8)$. The RP in Fig. 3 gives a visual summary of these patterns, as well as repetitions involving zeros. Conceptually, categorical RPs are constructed by placing a time series on both the horizontal and vertical axes of a graph. The main diagonal results when the series is plotted against itself. Off-diagonal points are plotted when the series repeats itself at a later point in time. The example given earlier concerning points $x(1)$, $x(3)$, $x(4)$, and $x(8)$, is visually depicted in Fig. 3 by tracing upwards from the bottom-left corner to the top-left corner of the plot. Points are plotted each time the value of $x(1)$ repeats. Construction of joint recurrence plots (JRPs) follows directly from this univariate case. In fact, the JRP is nothing more than the pointwise product (i.e., Hadamard product) of all respective univariate RPs.

RQA numerically describes the patterns observed in recurrence and joint recurrence plots. DET (a measure of determinism or predictability of the system which measures how organized communication patterns are) was extracted from the JRQA as the focal variable of interest in this study (see Marwan et al., 2007 for other recurrence metrics). DET is defined as the ratio of recurrence points forming diagonal lines to all recurrent points in the upper triangle [49], and it measures the amount of organization in communication behavior. Essentially, this measure shows how the recurrent points are distributed. Time periods where a system repeats a sequence of states are represented by diagonal lines on the recurrence plots. This can be seen in Fig. 3 as a 3-point line that results when the sequence of three 0 s, beginning with $x(5)$, is repeated from the position, $x(9)$. Such diagonal lines would be prevalent in highly deterministic systems, but even mildly deterministic systems can show short periods of repetitive states, though these systems are considered less orderly than highly deterministic [52]. The DET is expressed as the following formula [49]:

$$\text{DET} = \frac{\sum_{l=l_{\text{min}}}^{N} I P(l)}{\sum_{l=1}^{N} I P(l)}$$  \hspace{1cm} (2)$$

where $l$ is the diagonal line length considered when its value is $\geq l_{\text{min}}$ and $P(l)$ is the probability distribution of line lengths. This rate of determinism for a time series is a percentage which ranges from 0% (i.e., the time series never repeats) to 100% (i.e., the time series repeats perfectly). Therefore, we assume that the determinism rate could take any value from the full range of percentages.

We applied JRQA to the multivariate binary communication flow data (i.e., sent time stamp from each UAV mission) to visualize and quantify recurrent structure in each team’s communication events. In Fig. 4, we give three example JRPs for three UAV teams’ interactions for three conditions (three-code sequences that are 40 min in length) for synthetic (DET = 52%), control (DET = 34%), and experimenter (DET = 47%). Each JRP was calculated based on the team communication flow (each team members’ message sent time); they are also depicted in Fig. 4 (navigator, pilot, and photographer). As a reminder, if any of these roles sent a message in any minute, it was coded one, otherwise it was coded as zero on the y-axis (i.e., discrete code). In this case, the synthetic team has higher determinism than the other two conditions, and determinism is higher for the experimenter team than for the control. One finding to note is that the synthetic team’s higher determinism rate is mainly due to times when the three team members are silent (e.g., at between 30 to 35 min in Fig. 4). Also, the navigator in the synthetic team sent messages less frequently to the other team members compared to the experimenter condition, even though task requirements state that the person in this role should interact with pilot. The control team, which is less deterministic (less predictable/less structured), shows a more flexible communication pattern than the other two teams. This is not surprising given that the pilot role is assigned to a randomly selected participant (Fig. 4).
The goals of this study were: first, to better understand how team coordination dynamics differ between all-human teams and HATS, and second, learn if these differential dynamics are related to team performance and TSA. NDS methods were applied to team communication flow and \( \kappa \) score. Thus, the overall NDS methods captured two experimental results. First, based on DET findings, there was a clear difference across the conditions in terms of team coordination stability: synthetic teams were stable, followed by the experimenter teams, who were metastable, and control teams, who were unstable. Largest Lyapunov exponents findings support the finding that synthetic teams were more stable than the other teams. Second, coordination stability is quadratically related to team performance and situation awareness, consistent with the idea that metastable coordination is optimal for team performance.

The current results suggest an inverted “\( U \)”-shaped relationship between team stability and team effectiveness (reflected in team performance and TSA scores). In this hypothetical relationship (Fig. 6), which is supported by the DET and only partially supported by \( \lambda \) results, the idea is that best performing teams strike a balance between stability and instability. Operating on either extreme hinders team performance in a cognitively demanding task environment.

The synthetic teams seemed to operate in the stability region characterized in Fig. 6. The synthetic teammate was an ACT-R based computational model, and the human teammates were trained on how to interact with the synthetic teammate.

### Table III
Summary of Regression Analyses for Determinism Predicting Team Performance and Team Situation Awareness

<table>
<thead>
<tr>
<th>Relationship between:</th>
<th>( B )</th>
<th>SE ( B )</th>
<th>( \beta )</th>
<th>( t )</th>
<th>( p ) value</th>
<th>% Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DET and team performance</td>
<td>Linear (DET)</td>
<td>15.63</td>
<td>9.18</td>
<td>7.04</td>
<td>1.72</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>Quadratic (DET)</td>
<td>-1.82</td>
<td>1.06</td>
<td>-7.05</td>
<td>-1.72</td>
<td>0.096</td>
</tr>
<tr>
<td>DET and situation awareness</td>
<td>Linear (DET)</td>
<td>1.07</td>
<td>0.77</td>
<td>5.70</td>
<td>1.39</td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>Quadratic (DET)</td>
<td>-0.01</td>
<td>0.01</td>
<td>-5.88</td>
<td>-1.44</td>
<td>0.163</td>
</tr>
</tbody>
</table>

Note. “\( B \)” and “SE \( B \)” refer to unstandardized regression coefficient and its Standard Error, respectively, while “\( \beta \)” refers to standardized regression coefficient.

In order to determine whether the conditions differed with respect to DET over time, we performed a 3 (condition) \( \times \) 5 (mission) split-plot ANOVA. Mauchly’s test indicates that the assumption of sphericity for the repeated measure (mission) was satisfied, \( \chi^2 (9) = 13.4, p = 0.056 \). The ANOVA results indicate that the condition main effect was significant, \( F(2, 27) = 5.65, MS_e = 67.8, p < 0.05 \). The mission main effect, \( F(4, 108) = 0.15, MS_e = 63.2, p = 0.96 \), and the condition by mission interaction effect were not significant, \( F(8, 108) = 0.69, MS_e = 63.2, p = 0.70 \). According to pairwise comparisons (based on LSD test), the synthetic teams (\( M_{\text{Syn}} = 46.1, SD_{\text{Syn}} = 10.1 \)) had higher DET than both control (\( M_{\text{Cont}} = 40.6, SD_{\text{Cont}} = 7.16, p < 0.05 \)) and experimenter teams (\( M_{\text{Exp}} = 43.9, SD_{\text{Exp}} = 5.70, p = 0.20 \)). The experimenter teams also had higher DET than control teams (\( p = 0.053 \) : see Fig. 5). These findings indicate that the synthetic teams demonstrated more rigid behavior than the control and the experimenter teams, whereas the experimenter teams demonstrated more rigid behavior than the control condition but moderately flexible.

**F. Predicting Team Performance and Situation Awareness via Determinism**

In order to examine the relationship between determinism and three outcome measures (team performance score and TSA), we first applied growth curve modeling to the mission variable. However, we found no effect of time (either linear and quadratic) on team performance. Therefore, we took the team average of DET, and conducted regression analysis on each team level outcome separately. Although neither of those models reached conventional levels of statistical significance, marginal linear and quadratic relationships were observed between DET and team performance. If replicable, the sign of the coefficients for quadratic term indicate a trend similar to the one observed between \( \lambda \) and TSA: for lower values, DET had a positive relationship with TSA, however, as DET increases, this relationship becomes negative (see Table III).

**V. Discussion and Conclusion**

In order to determine whether the conditions differed with respect to DET over time, we performed a 3 (condition) \( \times \) 5 (mission) split-plot ANOVA. Mauchly’s test indicates that the assumption of sphericity for the repeated measure (mission) was satisfied, \( \chi^2 (9) = 13.4, p = 0.056 \). The ANOVA results indicate that the condition main effect was significant, \( F(2, 27) = 5.65, MS_e = 67.8, p < 0.05 \). The mission main effect, \( F(4, 108) = 0.15, MS_e = 63.2, p = 0.96 \), and the condition by mission interaction effect were not significant, \( F(8, 108) = 0.69, MS_e = 63.2, p = 0.70 \). According to pairwise comparisons (based on LSD test), the synthetic teams (\( M_{\text{Syn}} = 46.1, SD_{\text{Syn}} = 10.1 \)) had higher DET than both control (\( M_{\text{Cont}} = 40.6, SD_{\text{Cont}} = 7.16, p < 0.05 \)) and experimenter teams (\( M_{\text{Exp}} = 43.9, SD_{\text{Exp}} = 5.70, p = 0.20 \)). The experimenter teams also had higher DET than control teams (\( p = 0.053 \) : see Fig. 5). These findings indicate that the synthetic teams demonstrated more rigid behavior than the control and the experimenter teams, whereas the experimenter teams demonstrated more rigid behavior than the control condition but moderately flexible.

In order to examine the relationship between determinism and three outcome measures (team performance score and TSA), we first applied growth curve modeling to the mission variable. However, we found no effect of time (either linear and quadratic) on team performance. Therefore, we took the team average of DET, and conducted regression analysis on each team level outcome separately. Although neither of those models reached conventional levels of statistical significance, marginal linear and quadratic relationships were observed between DET and team performance. If replicable, the sign of the coefficients for quadratic term indicate a trend similar to the one observed between \( \lambda \) and TSA: for lower values, DET had a positive relationship with TSA, however, as DET increases, this relationship becomes negative (see Table III).

F. Predicting Team Performance and Situation Awareness via Determinism

In order to examine the relationship between determinism and three outcome measures (team performance score and TSA), we first applied growth curve modeling to the mission variable. However, we found no effect of time (either linear and quadratic) on team performance. Therefore, we took the team average of DET, and conducted regression analysis on each team level outcome separately. Although neither of those models reached conventional levels of statistical significance, marginal linear and quadratic relationships were observed between DET and team performance. If replicable, the sign of the coefficients for quadratic term indicate a trend similar to the one observed between \( \lambda \) and TSA: for lower values, DET had a positive relationship with TSA, however, as DET increases, this relationship becomes negative (see Table III).

**V. Discussion and Conclusion**

The current results suggest an inverted “\( U \)”-shaped relationship between team stability and team effectiveness (reflected in team performance and TSA scores). In this hypothetical relationship (Fig. 6), which is supported by the DET and only partially supported by \( \lambda \) results, the idea is that best performing teams strike a balance between stability and instability. Operating on either extreme hinders team performance in a cognitively demanding task environment.

The synthetic teams seemed to operate in the stability region characterized in Fig. 6. The synthetic teammate was an ACT-R based computational model, and the human teammates were trained on how to interact with the synthetic teammate.
they were given a communication script telling them how their messages should be structured, and they also learned how the synthetic teammate interacted over time. Thus, the synthetic teams were rigid in their team coordination dynamics and failed to adapt to the dynamic task environment, ultimately resulting in less effectiveness (i.e., poor team performance and poor TSA) for this particular task context. In contrast, the experimenter teams tended to demonstrate metastable coordination dynamics because the confederate pilot used an “if - then” script and acted as a forcing function, requesting information from the other team members when it was not forthcoming. The experimenter teams were able to adapt their coordination to the task environment, resulting in good team effectiveness (the middle region of Fig. 6). The control teams, without the benefit of an experienced pilot, were the most unstable of the three conditions. We speculate that based on the inverted “U”-shaped model, as all-human teams (i.e., control) learn, their coordination should become more stable and approach optimal coordination and performance (depicted by the overlapping region in the bell-shaped curve in Fig. 6). In contrast, synthetic teams need to develop flexibility to also approach the optimal point. That is, if HATs are to function optimally, then any autonomous agent added to the team must be able to interact with its team members in a timely, adaptive, and constructive manner.

In conclusion, the relation between team coordination stability and team performance is discussed within the HAT context. Although the current synthetic teammate (serving as pilot) provides an example of rigid coordination, in terms of team effectiveness, synthetic teams performed comparably to control teams [22]. From previously reported findings in this research [12], [13], we know that the synthetic teams had trouble anticipating each other’s needs. With this study, we discovered that the synthetic teams had rigid team coordination dynamics and, thus, were less able to adapt to change in the environment. The failures to anticipate the information needs of others, coupled with rigid dynamics, seems related to poor performance for this particular dynamic task context. Future versions of the synthetic teammate should improve its abilities to anticipate the needs of others.
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