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Abstract

Analysis and characterization of dynamical systems is a common task in computational physics. It frequently demands new algorithms for finding solutions and new techniques for analysing the results. Here we review some of these algorithms and techniques in the study of the double pendulum, which, despite being a very simple mechanical system, can display complex behaviour. Even though it has been studied before (Yu and Bi 1998 J. Sound Vib. 217 691736; Stachowiak and Okada 2006 Chaos, Solitons & Fractals 29 417422; Rafat, Wheatland and Bedding 2009 Am. J. Phys. 77 216-23; Levien and Tan 1993 Am. J. Phys. 61 103844), here we present a deeper discussion of the several methods and algorithms that are used in typical studies of dynamical systems. In addition, we present new results obtained through techniques commonly used in the analysis of complex systems.

Keywords: dynamical systems, chaos, time series

1. Introduction

Introductory courses on numerical methods usually focus on methods rather than the analysis of the system dynamics, using very trivial examples to illustrate the methods. Here we intend to present a numerical study of the double pendulum, a system with a singular and challenging dynamics. Because it is easy to build in practice, the problem can also raise the motivation and stir the curiosity of the students by looking at the beauty of the dynamics of a real double pendulum. The target audience of this article is undergraduate students who had at least a course on classical mechanics and computer programming. The approach described here can be used as a guide for the analysis of other dynamical systems.

Models of dynamical systems displaying complex behaviour are of interest in many areas of science; see [5] for a recent review. Current computational power enables us to simulate...
many situations, from molecular dynamics to disease spreading. Those simulations provide information about the system behaviour, allowing for a deeper understanding of it. This analysis has taught us that a collection of simple entities brought together may give rise to new phenomena that are not trivially inferred from their individual behaviours.

The present manuscript is a numerical exploration of the double pendulum focusing on its properties but keeping the implementation of the tools still simple for our target audience. Even though it is a simple system and its equations of motion can be easily obtained using either Newton’s laws or the Lagrangian formalism, it is not straightforward to understand or predict its time evolution. One might think that a double pendulum is just the coupling of two simple pendula, and therefore the dynamics of a double pendulum might resemble that of a simple pendulum. However, that is not the case: the double pendulum does exhibit distinct behaviour, e.g., chaos. It is an impressive example that ‘More is Different’ [6].

As an additional motivational point, there are many mechanical systems whose behaviour can be understood in terms of double pendula, e.g., mechanical apparatuses such as cranes and robot arms. Even human movements may be modeled by double pendula, as demonstrated in [7] for the golfer swing. The double pendulum is also important in the study of control techniques [8–10].

Frequently, dynamical systems are described by nonlinear differential or difference equations. Analytical solutions for these equations are not available, and approximation methods such as linearization would destroy the complex behaviour of the system, making the analysis useless. Thus, numerical computation in such situations is unavoidable. Therefore, proper attention should be paid to the choice of integration method and its parameters. From a pedagogical point of view, it is one of the most important points raised in this work. Nevertheless, it is not difficult to find studies about dynamical systems that do not go deep in the numerical method used, but rather going straight to the results [1–3, 11, 12]. Because of this we compare methods used by previous papers on the double pendulum, presenting new results and pointing out their pros and cons.

This paper is organized as follows: in section 2, we present a derivation of the equations of motion for the double pendulum using the Lagrangian formalism, which is accessible to undergraduate students. In section 3, we present the numerical methods we employed to solve the equations of motion. We discuss their validity in order to determine the range of parameters for which the solutions are reliable. We also discuss the computational effort needed for each method. In section 4, we present the main results obtained with the methods discussed in the previous section. The first one is the characteristic Lyapunov exponent, which is a measure of how chaotic the system is. Surprisingly, despite the importance of the double pendulum and its use as a paradigm of a chaotic system, there is not, to the best of our knowledge, any extensive study of its Lyapunov exponent. Because its relation with chaos is direct, we chose to work with its numerical analysis—although it is not one of easy implementation. That is why we decide to present alternative schemes, allowing a qualitative analysis and even a quantitative one when it is possible without raising the difficulty level of implementations. The second method is the bifurcation diagram, also widely used to characterize chaos. After the presentation of those classical methods of chaos theory, we characterize the double pendulum time series using linear methods, represented by the Fourier analysis and the autocorrelation function. Time series analysis is important when performing an experiment, since it is the one thing at our disposal. Thus, it is helpful to understand how methods of time series analysis behave on a known system. A comparison between these methods is then presented. Furthermore, we will comment on the recurrence plots, a nonlinear method that has been shown to provide very good results on dynamical system analysis.
Finally, we present the trajectories of the pendulum masses, which will be compared to other results, and our conclusions.

## 2. Mathematical model

The purpose of this section is to introduce the double pendulum problem and to find its equations of motion. Using the coordinate system presented in figure 1, one can write the following Lagrangian [13]:

\[
\mathcal{L} = m_2 l_1 \omega_1 l_2 \omega_2 \cos(\theta_1 - \theta_2) + g l_1 (m_1 + m_2) \cos(\theta_1) + g m_2 l_2 \cos(\theta_2)
\]

\[
+ \frac{1}{2} l_1^2 (m_1 + m_2) \omega_1^2 + \frac{1}{2} m_2 l_2^2 \omega_2^2
\]

(1)

where \(l_1, l_2\) are the length of the massless rods, \(m_1, m_2\) are the masses of each pendulum and \(\omega_1 = \dot{\theta}_1, \omega_2 = \dot{\theta}_2\).

From the Euler–Lagrange equations,

\[
\frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{\theta}_1} - \frac{\partial \mathcal{L}}{\partial \theta_1} = 0
\]

(3a)

\[
\frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{\theta}_2} - \frac{\partial \mathcal{L}}{\partial \theta_2} = 0,
\]

(3b)

we can find

\[
0 = l_1 \left[ (m_1 + m_2) \left( g \sin(\theta_1) + l_1 \omega_1 \right) + l_2 m_2 \omega_2 \sin(\theta_1 - \theta_2) \\
+ m_2 l_2 \omega_2 \cos(\theta_1 - \theta_2) \right]
\]

(4a)

\[
0 = m_2 l_2 \left[ g \sin(\theta_2) + l_2 \omega_2 - l_1 \omega_1^2 \sin(\theta_1 - \theta_2) + l_1 \omega_1 \cos(\theta_1 - \theta_2) \right].
\]

(4b)

The limit cases of the double pendulum equations can be found. Setting one parameter to zero while keeping the others from vanishing in equation (4) leads to the conclusion:
1. $l_1 = 0$ makes (4a) vanish, and (4b) is now the equation for a simple pendulum of length $l_2$ and mass $m_2$.

2. $l_2 = 0$, makes (4b) vanish, and (4a) is now the equation for a simple pendulum of length $l_1$ and mass $m_1$.

3. $m_2 = 0$, makes (4b) vanish, and (4a) also leads to a simple pendulum of length $l_1$ and mass $m_1$.

These limit cases can be interesting for testing the implementation of numerical methods. Introducing a dimensionless parameter $\Gamma \equiv m_1/m_2$ on equation (4) leads to

$$0 = l_1 \left( (\Gamma + 1) \left( g \sin(\theta_1) + l_1 \omega^2 \sin(\theta_1 - \theta_2) \right) + l_2 \omega^2 \cos(\theta_1 - \theta_2) \right) \right)$$

$$0 = l_2 \left( g \sin(\theta_2) + l_2 \omega^2 - l_1 \omega^2 \sin(\theta_1 - \theta_2) + l_1 \omega \cos(\theta_1 - \theta_2) \right) \right).$$

This means that the number of parameters that control the dynamics of the system can be reduced to three: two lengths $l_1, l_2$ and the ratio $\Gamma$ between the masses $m_1, m_2$.

### 3. Numerical analysis

We will present here the Runge–Kutta, the Adams–Bashforth and the Adams–Moulton methods [14, 15]. Before discussing each numerical method, it is important to perform a physical analysis of the problem to find features that could make the numerical solution an easier task.

For dynamical systems, it is interesting to look for symmetries or, in other words, conserved quantities [13]. They are crucial to test results. While some dynamical variables can change in an unpredictable manner, conserved quantities do not, although they can be complicated functions of the system variables. Therefore, it is advisable to check if known conserved quantities are in fact constants of motion (within a given tolerance) in the numerical solutions.

For the double pendulum without friction, the obvious conserved quantity is the mechanical energy. On a numerical integration, there are fluctuations on the conserved quantity related to the numerical error. To express how large the fluctuations are, a reference energy, $E_{\text{ref}}$, must be defined. The energy of the standing up configuration at rest is a good choice; it corresponds to the maximum value for the potential energy, and figure 2(b) illustrates it. Since we will only consider the pendulum released from rest, $\omega_1(0) = \omega_2(0) = 0$, $E_{\text{ref}}$ will also be the maximum value of the mechanical energy. With these definitions, it is expected that the energy fluctuations will be much smaller than $E_{\text{ref}}$ for a good numerical method.

In this section we are considering $\theta_1(0) = \theta_2(0)$ in all initial conditions. The pendulum is then left to fall at different heights as illustrated in figure 2(a). Therefore, the pendulum will always have an energy smaller than $E_{\text{ref}}$.

From now on, we discuss each numerical method in detail, using the following values for the parameters: $m_1 = m_2 = 0.1 \text{ kg}$, $l_1 = l_2 = 0.3 \text{ m}$ and $g = 9.8 \text{ m s}^{-2}$.

#### 3.1. Fourth-order Runge–Kutta method

The classical Euler and the improved Euler are the most basic numeric methods for solving dynamical equations. They can be combined to create better methods such as the well-known Runge–Kutta methods. These are relatively easy to implement and the fourth-order method is precise enough to handle many problems efficiently.
To solve the equation
\[
\frac{d\vec{x}}{dt} = \vec{f}(t, \vec{x}), \quad \vec{x}(t_0) = \vec{x}_0.
\] (6)
the fourth-order Runge–Kutta prescribes
\[
\vec{x}_{n+1} = \vec{x}_n + \delta t \left( \frac{\vec{k}_{1,n} + 2\vec{k}_{2,n} + 2\vec{k}_{3,n} + \vec{k}_{4,n}}{6} \right)
\] (7)
where
\[
\vec{k}_{1,n} = \vec{f}(t_n, \vec{x}_n),
\vec{k}_{2,n} = \vec{f}\left(t_n + \frac{1}{2}\delta t, \vec{x}_n + \frac{1}{2}\delta t \vec{k}_{1,n} \right),
\vec{k}_{3,n} = \vec{f}\left(t_n + \frac{1}{2}\delta t, \vec{x}_n + \frac{1}{2}\delta t \vec{k}_{2,n} \right),
\vec{k}_{4,n} = \vec{f}\left(t_n + \delta t, \vec{x}_n + \delta t \vec{k}_{3,n} \right).
\] (8)
Note that the sum \((\vec{k}_{1,n} + 2\vec{k}_{2,n} + 2\vec{k}_{3,n} + \vec{k}_{4,n})/6\) is the average of the \(x_n\) variation on different positions of the interval \(\delta t\) for each dimension \(n\) of the system.

This method has a local truncation error proportional to \((\delta t)^4\) and the global error proportional to \((\delta t)^5\) (for a formal derivation see [16]). For this reason it is called the fourth-order method, and it is so by construction.

We included the Runge–Kutta method because it is simple and appears frequently in numerical analysis books [14, 15] and in software packages. It is so common that it may be
considered one of the main tools for the analysis of dynamical systems [1, 3, 12], although sometimes it is used rather blindly. It can also be used as a starting point for other numerical methods, namely the multistep ones, that will also be analysed here.

Back to the double pendulum problem, we can integrate the system equations for \( t \), \( \theta_1(0) \), and \( \omega_1(0) \), to obtain the time evolution of the mechanical energy. For a fair comparison, we show in figure 3 the ratio between the variation of the energy, \( E(t) - E(0) \), and the reference value \( E_{\text{ref}} \). It evidently depends on the initial condition. For a higher angle, there will be bigger fluctuation. A different initial condition with the same energy will also lead to different results.

Since figure 3 has many fluctuations, it is more convenient to investigate the total cumulative error, \( \xi(t) = \sum_{t=t_0}^{t} \frac{|E(\mu) - E(0)|}{E_{\text{ref}}} \), that is a smoother curve easier to interpret. Figure 4(a) shows how the cumulative error depends on the initial condition \( \theta_1(0) \). Again, the higher \( \theta_1(0) \), the higher the relative error. As the angles grow, and so does the mechanical

---

**Figure 3.** Fluctuation of the energy as a function of the time for different initial conditions. The Runge–Kutta method was used to integrate the equations of motion.

**Figure 4.** These graphics show the cumulative numerical error, \( \xi(t) \), for the Runge–Kutta method on the double pendulum integration. Note that the integration does not necessarily improve with a smaller step, as one would expect. (a) Cumulative error on the energy for different initial conditions \( (\delta t = 10^{-4}, \theta_1(0) = \theta_1(0), \omega_1(0) = \omega_2(0) = 0) \). (b) Cumulative error on the energy for different time steps \( (\delta t = 90^\circ, \omega_1(0) = \omega_2(0) = 0) \).
energy, the nonlinear terms get more significant, yielding a more complex trajectory and demanding a greater accuracy of integration to keep the fluctuations under control.

It is usually assumed that a smaller time step ($\delta t$) will lead to smaller integration errors. We decided to test this assumption. Figure 4(b) shows the integration results for different $\delta t$.

Our results indicate that the choicest time step is close to $\delta t = 10^{-4}$. Smaller $\delta t$ results in smaller precision and higher computing times. This is counterintuitive because, in principle, the Taylor formula is exact in the limit $\delta t \rightarrow 0$. However, besides the mathematical error in the Taylor formula due to a finite $\delta t$, there are numerical errors due to the way computers store real numbers with a finite number of decimal digits (the so-called truncation errors). For very small $\delta t$ these truncation errors become more important than the mathematical error, thus the finite optimal value for $\delta t$.

3.2. Fourth-order Adams–Bashforth method

The differential equation (6) can be written as

$$\ddot{\phi}(t_{n+1}) - \dot{\phi}(t_n) = \int_{t_n}^{t_{n+1}} \ddot{\phi}(t) \, dt$$

where $\ddot{\phi}$ is the solution of equation (6). The main idea behind the Adams-Bashforth method is to approximate $\ddot{\phi}$ by a polynomial and use it to evaluate the integral at the right side of equation (9). The coefficients of this polynomial can be written as a function of some time steps that can be calculated with a previous method. Using a polynomial of degree three, one can obtain the fourth order Adams–Bashforth formula,

$$\ddot{x}_{n+1} = \ddot{x}_n + \frac{\delta t}{24} \left( 55\dddot{x}_n - 59\dddot{x}_{n-1} + 37\dddot{x}_{n-2} - 9\dddot{x}_{n-3} \right).$$

Since a polynomial of degree three is used, after the integration, the terms discarded are of the order of $\delta t^4$, and the local truncation error is of this order. Since this equation has a local truncation error of the same order of the fourth-order Runge–Kutta method, it is possible to use the Runge–Kutta method to generate the first steps of the integration needed by the
Adams–Bashforth method. From figure 5 it is clear that the Adams–Bashforth method does not perform better than the Runge–Kutta method. It is better to use Runge–Kutta with $\Delta t = 10^{-4}$ than Adams–Bashforth with $\Delta t = 10^{-5}$. However, comparing the graph at the right of figures 5 and 4, it is clear that the Adams–Bashforth method is less susceptible to changes in the initial conditions. In addition, the Adams–Bashforth method is faster, because the Runge–Kutta method needs four evaluations of the system functions, while Adams–Bashforth needs only one, since we can reuse the previously calculated values for the quantities. Thus, this method appears as a good alternative to the fourth-order Runge–Kutta.

3.3. Fourth-order Adams–Moulton method

This method is just a variation of the Adams–Bashforth and its deduction and implementation are similar:

$$\bar{x}_{n+1} = \bar{x}_n + \left( \frac{\Delta t}{24} \right) \left( 9 \bar{f}_{n+1} + 19 \bar{f}_n - 5 \bar{f}_{n-1} + \bar{f}_{n-2} \right). \quad (11)$$

Because $\bar{x}_{n+1}$ appears on both sides of the equation, as can be seen in equation (11), this method is called 'implicit.' It can be shown that this method has a better precision than Adams–Bashforth of the same order [15] and it can be used to correct values from Adams–Bashforth. That is why it is called a predictor-corrector method. This method can also be used to build a variable step method, where the size of the time step is decreased as the corrected value gets much different than the predicted value. Figure 6 shows how this correction performed on the previous result, figure 5. The performance of the Adams–Moulton method can be considered very good, since the error does not change much for different values of $\Delta t$ and the dependence on initial conditions is not worse than for the other two methods presented here. As a side effect it takes twice the time as the Adams–Bashforth method but it is still faster than the Runge–Kutta method.

Figure 6. These graphics show the cumulative numerical error, $\xi(t)$, for the Adams–Bashforth method on the double pendulum integration. Note that the integration does not necessarily improve with a smaller step, as one would expect. (a) Cumulative error on the energy for different initial conditions ($\Delta t = 10^{-4}$, $\theta_1(0) = \theta_1(0)$, $\omega_1(0) = \omega_1(0) = 0$). (b) Cumulative error on the energy for different time steps ($\theta_1(0) = \theta_2(0) = 90^\circ$, $\omega_1(0) = \omega_2(0) = 0$).
3.4. Symplectic methods

The methods discussed until now have good local precision; however, they do not preserve important properties of conservative Hamiltonian systems. Thus, it is important to search for numerical methods that preserve these properties, at least, on average. These methods are known as symplectic, and the Hamiltonian formalism is mandatory, where the position and momentum are switched by a set of canonical coordinates, \((q, p)\). The system dynamics are obtained from the Hamiltonian \(\mathcal{H}\), a Legendre transform of the Lagrangian.

There are different symplectic methods, the most common being the explicit ones. There is a strong limitation on their use: the Hamiltonian must be separable, i.e., of the form \(\mathcal{H} = T(p) + V(q)\). We refer the reader to [17], where some the applications of symplectic methods to simple Hamiltonians are presented, and to [18] for a more recent work with adaptive time steps.

The double pendulum has the Hamiltonian

\[
\mathcal{H} = \left[ -2l_1^2m_2^2l_2^2\left( l_1^2(m_1 + m_2)\cos(q_1) + \cos(q_2)m_2l_2^2\right)g\left( \cos(-q_2 + q_1)\right)^2 \\
- 2p_1l_2l_1l_2p_2m_2\cos(-q_2 + q_1) + 2gl_1l_2^2m_2(m_1 + m_2)^2\cos(q_1) \\
+ 2gl_2^2l_1^2m_2^2\left( m_1 + m_2\right)\cos(q_1) + \left( p_1^2l_2^2 + l_1^2p_2^2\right)m_2 + l_1^2p_2^2m_1 \\
\right]
\]

that is not separable. Therefore, explicit symplectic methods cannot be used. For a non-separable Hamiltonian there are two options: the generating function and the symplectic version of the Runge–Kutta method.

The generating function method does not have a general implementation. The process to obtain the equations to be integrated involves the manipulation of many different derivatives of the Hamiltonian [19], and for higher orders it is usually a hard task [20].

The symplectic version of the Runge–Kutta methods leads to a system of coupled nonlinear equations that has to be solved at every step using, e.g., the Newton–Raphson method. The convergence is slow, being linear in many cases. Because it demands many function evaluations, the algorithm is usually time consuming. For its implementation details and methods, the interested reader should check [21]. For the double pendulum system in particular, there is a further complication due to its governing equations being quite convoluted and thus its running should be overly slow.

Symplectic methods are commonly used in celestial mechanics (e.g., a planetary system), where many iterations are needed for long-term investigations [22]. In the next sections, the analysis that demands a longer orbit integration is the Lyapunov exponent, but even it converges on an interval where the energy growth is negligible. Therefore the fact that we are not using a symplectic method for the double pendulum is of no concern, and simpler and faster numerical methods can be used. However, we must be aware of symplectic methods for the analysis of other systems since they might be the only reasonable choice.

3.5. Discussion

If the system equations to be integrated have no conserved quantities, it is important to compare the dynamics generated by some different numerical methods to see if the results are consistent. For conservative systems, a symplectic method may be an option. For a separable
Hamiltonian, simple and explicit symplectic methods can be used; for a non-separable Hamiltonian, these methods are computationally expensive and of hard implementation.

Considering the double pendulum equations, the results presented in this section suggest that the three methods studied have good performances when an appropriate choice of the integration step is made. Even very intricate equations, as the ones governing the double pendulum, can be properly addressed by those simple methods. However, depending on the speed and precision needed, one should be more careful when addressing the numerical integration for larger times.

If computer time is not an issue, then one can choose the Adams–Moulton with a time step between $10^{-4}$ and $10^{-6}$ for the standard double precision real number representation. If computation time is at stake, the best method is the Adams–Bashforth. In this case, however, one must pay more attention to the choice of integration step. The Runge–Kutta method also has a decent performance, but it is more sensitive to initial conditions and the step choice than the other methods.

To finalize this section we would like to point out some of our most relevant observations:

- Decreasing the integration step size $\delta t$ does not always improve integration.
- Different methods may have their own optimum time step sizes.
- The accuracy of each method we have tested strongly depends on the different initial conditions for a nonlinear system.
- An implicit numerical method is useful to minimize the error and to improve the stability, because they usually are more accurate than the explicit ones and they are more robust, for example, concerning the dependence on the time step and the initial conditions.

4. Dynamical analysis

In the last section we discussed how to get reliable numerical results for the dynamics of the double pendulum. Now we proceed to extract useful information from the numerical solution of the system’s equations of motion.

The double pendulum has two arms that reminds one of two coupled harmonic oscillators, at least for small energies. From the theory of coupled harmonic oscillators, this can lead to two kinds of dynamics: periodic or quasiperiodic. A periodic motion can only be achieved when the frequencies of the coupled oscillators are commensurable, that is, any of the oscillator frequencies can be expressed as a linear combination of the others. Even though quasiperiodic signals have no characteristic period, it is possible to find one interval that is virtually identical to its adjacent, but not necessarily similar to intervals much farther away in time. These similar intervals are a kind of ‘period’. From now on we will use the term quasiperiodic motion to refer to both dynamics, since periodic motion is a particular case.

In nonlinear systems, the dynamics may go beyond the quasiperiodic motion, exhibiting a very complex behaviour known as chaos. A traditional way to characterize a chaotic system is through its Lyapunov exponents. Although previous studies have evaluated the Lyapunov spectra of the double pendulum for very specific conditions [2, 4], we present here a more extensive study of this quantity. We will also present an analysis in terms of bifurcation diagrams appropriate for recognizing the route to chaos. Then we will analyse the double pendulum time series. This is important. Nonlinear models can generate complex behaviour; once this behaviour is characterized, it is important to understand how it affects the system time series. This knowledge is helpful in the time series analysis of any nonlinear experiment.
We employ the Fourier transforms, a ubiquitous method in the analysis of time series, commonly applied to find the characteristic frequencies or their distribution, and the autocorrelation function that is also common in the literature. Finally, we discuss recurrence plots, which, to the best of our knowledge, have not been discussed previously for the double pendulum. This is a versatile tool that can take into account both the attractor and the time series analysis.

We are going to consider the pendulum released from different angles, as shown in figure 2(a), for both symmetric \( \theta_1(0) = \theta_2(0) = \{0, \pi\} \) and asymmetric \( \theta_1(0) = \{0, \pi\} \), \( \theta_2(0) = 0 \) cases. For the reasons discussed in the previous section, we chose to work with the fourth-order Adams–Bashforth method with \( \Delta t = 10^{-5} \) s. Our choice for the system’s physical parameters were arbitrarily chosen as \( m_1 = m_2 = 0.1 \text{ kg} \), \( l_1 = l_2 = 0.3 \text{ m} \) and \( g = 9.8 \text{ m s}^{-2} \).

4.1. Lyapunov analysis

The phase space is a useful concept to analyse dynamical systems. Each coordinate—and its respective momentum—corresponds to one dimension in the phase space. A point in phase space represents a state, characterized by the set of all positions and momenta, of the system at a specific time. The system’s dynamical evolution will generate an orbit in phase space that contains all the information about the system dynamics for a given initial condition and set of parameters.

If the system is chaotic, then nearby orbits on the phase space will diverge from each other exponentially, i.e., as \( e^{\lambda t} \). The exponent \( \lambda \) is called the Lyapunov exponent. The number of these exponents coincides with the dimension of the phase space, and if any of them is positive, the system is said to be chaotic. This behaviour implies sensitive dependence on the initial conditions, which is the main characteristic of chaotic systems.

Lyapunov exponents are defined as

\[
\lambda_i = \lim_{t \to \infty} \lim_{\epsilon_i(t_0) \to 0} \frac{1}{t} \log_2 \frac{\epsilon_i(t)}{\epsilon_i(t_0)}, \quad i = 1, \ldots, m.
\]

where \( m \) is the phase space dimension, \( \epsilon_i(t_0) \) is the initial separation between a test orbit and a reference orbit at \( t_0 \) and \( \epsilon_i(t) \) is the separation at time \( t \) on the dimension \( i \). However, in practice, this is not a very useful definition to calculate the exponent, since, in general, there are no analytical solutions available for nonlinear systems. Nevertheless, there are some proposals on algorithms to estimate the exponent [23–25].

A naive Lyapunov exponent estimation is to use a numerical method to integrate two very close trajectories, and then calculate how the orbits diverge from each other. In practical terms, this method is not appropriate; the divergence will grow exponentially and the finite precision of computer digits would lead to a wrong estimate of the exponent. To circumvent this problem, one can follow the procedure in figure 7, where, after a time \( \tau \), another very close orbit is chosen in the same direction of the preceding orbit, and the Lyapunov exponent will be estimated from the mean divergence from many orbits chosen to be very close to the reference orbit. Even though the previous idea seems to be a better recipe, there is still an issue: it is not clear how to choose nearby trajectories.

In fact, there is no need to use more than one orbit on the calculation; one can use the linearized equations, i.e., the Jacobian of the equations of motion (equation (4)). The set of linearized equations describes the behaviour of the system on the neighborhood of a point, allowing an estimate of how nearby trajectories behave. To accomplish this, an orthonormal base must be used as the initial condition of the linearized equations, and a point of the
reference orbit is used to set the linearized equations’ parameters. With a numerical integration of the orthonormal base, one can estimate the divergence of the nearby orbits from the changes of the vector sizes. At each iteration, the vectors must be normalized again, enabling an estimation of the growth on the next iteration. This procedure leads to another issue: the base tends to collapse in the direction of greater growth. In order to solve this, a Gram–Schmidt orthonormalization process is also used, enabling an estimation of the Lyapunov exponent on all the directions (see [24] for a FORTRAN code example). The procedure can then be summarized as follows [26]:

1. Initialize the variables of the system of $m$ differential equations. Define $m$ vectors that are initially orthonormal, $\phi_i$.
2. Integrate the system to generate a new point of the reference orbit. Use the new reference orbit point on the linearized equations and integrate it to obtain $m$ new vectors, $\phi_i'$.
3. Use the orthonormalization process to obtain a new orthonormal basis, $\tilde{\phi}_i''$, taking care to hold the vector lengths, $|\tilde{\phi}_i''|$, on an array.
4. Accumulate on an array, sum[$m$], the quantities $l_i(t) = \log_2(|\tilde{\phi}_i'|)$, $i = 1, 2, \ldots, m$, that is, do sum[$i$] = sum[$i$] + $l_i(t)$ on every $\tau$ step.
5. Print sum[$i$]/$\tau$, that estimates the Lyapunov exponent $\lambda_i$ at time $t$.
6. Repeat the steps 2 → 6 until the desired tolerance is achieved.

We can get as many Lyapunov exponents as the dimension of the phase space. This set is called the Lyapunov spectrum. However, an exponent cannot be directly associated with a specific direction or variable.

Autonomous Hamiltonian systems are those that do not depend explicitly on time. Those systems have some symmetries on the Lyapunov spectrum [23]. An important one is that exponents should come in pairs with opposite signs, and at least two of them must be zero. These symmetries can be used as tests; as shown in figure 8(a) our results are in agreement with it. In addition, we found that the estimates of the Lyapunov exponent fluctuate, as is shown in the inset. It is also important to highlight that the convergence of the Lyapunov exponents is obtained on the interval where the integration is reliable; in other words, the energy fluctuations are negligible (see figure 5).

Although the symmetries imply that the interesting quantity for characterizing chaos is the largest Lyapunov exponent $\lambda_{\text{max}}$, it is still useful to calculate the whole spectrum of
exponents. Because of the fluctuations displayed even at large times, it is tricky to find how long to wait for the Lyapunov calculation to converge. Monitoring the exponents that we know are going to zero, as seen in figure 8(a), could be a way to find this time. There is a clear compromise in this case, though: if we wait too long for the convergence, the numerical methods start to accumulate many errors, as we have shown before.

Figure 8(b) shows that there is a critical angle where the pendulum starts to behave in a chaotic manner. It also makes clear that the initial condition of the pendulum influences when the behaviour changes. The same calculation for the Lyapunov exponent can be found on [4], with a different initial condition, and their results are in good agreement with the ones from figures 8(a) and (b). It is also possible to find one value for the Lyapunov exponent on [2], where they used a different procedure, estimated from the time series [24].

Knowing the system dynamics it is possible to better understand why the numerical method’s performance changes with the initial conditions. Note that on figures 4(a), 5(a) and 6(a), the chaotic trajectories have a consistent higher cumulative error. This is a sign that a chaotic trajectory that is more complex is harder to integrate.

In this study we are dealing with an ideal double pendulum, with no friction in its joints. A real double pendulum that is not forced cannot be strictly chaotic. Because of inherent friction, it has a stable fixed point that eventually will attract all the orbits, viz., all the initial conditions end in the same stable configuration $\theta_1(t) = \theta_2(t) = 0$ for a long enough time. This implies a negative Lyapunov exponent, since orbits from different initial conditions end in the same fixed point, getting closer among themselves. However, for the cases of small dissipation and/or for short time interval of observation, one may neglect the friction and the orbit should resembles the one from a conservative system. This should, in principle, imply that the motion of a real double pendulum resemble the one of the artificial conservative model, thus justifying the present analysis. The double pendulum has been experimentally studied and can be found in [4, 27].

Figure 8. Lyapunov exponents for the double pendulum. In (a) one can see the time evolution for four exponents and how they obey the symmetry requirements. The inset shows how the largest Lyapunov exponent depends on the initial conditions for the symmetric and the asymmetric cases. (a) Lyapunov spectrum $(\theta_2(0) = \theta_1(0) = 90^\circ)$. (b) The largest Lyapunov exponent $(\lambda_{\text{max}})$. 
4.2. Bifurcation diagrams

Orbits in the phase space—as discussed in section 4.1—are valuable tools to access the system behaviour. However, for many systems, it is not possible to visualize the phase space, since most of the interesting systems have more than three degrees of freedom. One interesting tool to ‘decrease the phase space dimensionality’ is the Poincaré section; it allows the visualization of the phase space information on two dimensions. Figure 9 exhibits a schema of

Figure 9. Illustration of a Poincaré section, an interesting qualitative tool to visualize orbits on the phase space. Through a surface (green plane), one records points where the system trajectory crosses it (yellow dots). Rigorously, a surface side is chosen, and only the points that are generated by the trajectory coming from that side are chosen. This better identifies when the system returns to the same state.

Figure 10. Illustration of an orbit of the double pendulum on a phase plane, red line, and a Poincaré section, green line at $\omega_2 = 0$. The blue dots are the locations where the orbit crosses the Poincaré section. (a) Quasiperiodic motion ($\theta_1(0) = \theta_2(0) = 30^\circ$). (b) Chaotic motion ($\theta_1(0) = \theta_2(0) = 150^\circ$).

4.2. Bifurcation diagrams

Orbits in the phase space—as discussed in section 4.1—are valuable tools to access the system behaviour. However, for many systems, it is not possible to visualize the phase space, since most of the interesting systems have more than three degrees of freedom. One interesting tool to ‘decrease the phase space dimensionality’ is the Poincaré section; it allows the visualization of the phase space information on two dimensions. Figure 9 exhibits a schema of
a Poincaré section and describes the process involved (Poincaré sections of the double pendulum can be found in [2]). The Poincaré section gives a distribution of points on two dimensions; a spatial disordered pattern is an indication of a chaotic motion, and a regular pattern is an indication of a quasiperiodic motion.

Even by choosing only two variables of the phase space, to build a phase plane, it is possible to have a reasonable intuition of what is happening on the complete phase space. Figure 10 shows two variables of the pendulum trajectory for two different initial conditions. On the left, we observe a regular pattern formed by a quasiperiodic orbit. On the other side, the right exhibits an irregular pattern, characteristic of a chaotic motion. One can use this fact to build a bifurcation diagram, a useful tool to visualize the route to chaos. For our purpose here, a bifurcation diagram is then built through the relation with the dynamics of a carefully chosen quantity that should reflect chaotic or periodic behavior versus some parameter of the system. Actually, there is a whole field dedicated to the analysis of bifurcation in dynamical systems called the ‘bifurcation theory’ [28].

Records of the position where trajectories cross a single line on the phase plane can reflect the regularity, or disorder, of the whole 2D pattern. Those records for different control parameters can be used to build a bifurcation diagram. It is not difficult to understand why the records on a single line can reflect the transition from order to chaos. On a quasiperiodic motion, trajectories will cross the line approximately at the same points, since the system eventually returns close to its previous state. However, when the system is chaotic, the cross points will never be the same, since nearby orbits diverge from each other. However, because the trajectories are restricted to a region of the phase space, they will ultimately come close again, but never on the exactly same point, leading to different abscissa crosses.

For the double pendulum, it is convenient to choose $\omega_1$ and $\omega_2$ for the phase plane, since those variables oscillate around zero. In this way it is easier to choose a Poincaré section that is frequently crossed by the system trajectory, a necessary condition to build a bifurcation diagram.

In figure 8(b), the Lyapunov exponent shows that there is a critical angle for which the pendulum is chaotic; here, with the bifurcation diagrams, it is possible to observe the same. In
The transition from a stable behaviour, with quasiperiodic orbits, to a chaotic one is depicted by a bifurcation diagram. On the quasiperiodic regime, with a slight difference in initial conditions, there is just a slight difference between the points records on the Poincaré sections of the phase planes. That is why we can see continuous lines on the bifurcation diagram where the dynamics are quasiperiodic. However, for the chaotic behaviour, a slight difference in the initial conditions leads to very different points records on the Poincaré sections of the phase planes. This leads to a very irregular pattern on the bifurcation diagram for the chaotic behaviour.

As opposed to the Lyapunov exponent, bifurcation diagrams give just a qualitative information about the system transition from quasiperiodic behaviour to a chaotic one; nevertheless, it is intuitive and more easy to calculate.

A similar analysis of the bifurcations on the double pendulum can be found in [2], and a more extensive analysis on a similar model, a forced double pendulum with linear springs on the joints, can also be found in [1].

4.3. Time series

In this section we will try to predict the system behaviour using just one dimension, that is, a time series $S$ of one variable of the system, a sequence of points typically measured at uniform time intervals. A common notation is:

$$S = \{s_1, s_2, s_3, \ldots, s_n, \ldots, s_N\}$$

(13)

where $s_i$ are the successive measures of the quantity of interest. Time series analysis is important; it is frequently the only available information about the dynamics of an experiment.

When obtaining a time series, one should make sure to take in a time interval that includes many characteristic periods. There is no easy recipe when dealing with an aperiodic system; the interval should be as large as possible to check if the system is in an aperiodic
state or in a transient one. Here, we have used the same parameters of the previous analysis; however, we sampled the numerical integration at every 200 steps and used 10000 points after discarding the first 100000 steps. In figure 12 there are examples of a regular time series and a chaotic one.

4.3.1. Fourier transform. The Fourier transform is probably the most common method of time series analysis, having applications in many fields, like biology [29, 30], noise reduction [31, 32], image processing [33, 34] and many others.

The Fourier transform is based on the fact that a function can be represented as the sum of other oscillatory functions, given that some conditions are fulfilled. From this it is possible to find $c(k)$, a coefficient that provides the relevance of each frequency $k$.

In applications, a fast Fourier transform algorithm (FFT) is used to compute faster the Fourier transforms of discrete data. The most common FFT algorithm is the Cooley–Tukey algorithm [35], although there are some alternatives [36–39].

Figure 13 is the power spectrum $|c(k)|^2$ of the $\omega_1$ time series for different initial conditions. A chaotic behaviour, as was previously shown, does not have a characteristic period or frequency. The cases $(\theta_1(0) = \theta_2(0) = 20^\circ)$ and $(\theta_1(0) = 0, \theta_2(0) = 20^\circ)$ present few frequencies, as is expected for a quasiperiodic behaviour. For $(\theta_1(0) = \theta_2(0) = 130^\circ)$ and $(\theta_1(0) = 0, \theta_2(0) = 130^\circ)$ the graphic shows many frequencies, a sign of chaotic behaviour. However, for other angles with a small Lyapunov exponent, it is difficult to determine precisely if the system is in a chaotic state or not, hindering the analyses.

Another matter is a random time series; it has no characteristic frequency, similar to chaotic time series. So, we must be careful not to confuse chaos and noise when using Fourier analysis. Another limitation in practical situations is that the Fourier transform is not well defined for nonstationary signals.

Although the Fourier analysis has been very useful for linear systems, by being a simple and fast method, there are needs for other methods, e.g., nonlinear methods, for the analysis.
of time series of chaotic systems. Still, it can be used for qualitative analysis since it is of easy and efficient implementation.

4.3.2. Autocorrelation function. Autocorrelation measures if two points separated by a distance \( \tau \) are linearly correlated. It is defined as

\[
C_L(\tau) = \frac{1}{N} \sum_{m=1}^{N} [s_{m+\tau} - \bar{s}] [s_m - \bar{s}] / \sigma_s^2,
\]

where \( \bar{s} \) is the mean of the time series, \( C_L \in [-1, 1] \) and when \( C_L \to 1 \) is an indication of correlation, \( C_L \to -1 \) of anti-correlation, and when \( C_L \to 0 \) is an indication of no correlation.

For a periodic series, the autocorrelation function will also show periodicity. For a chaotic time series, neighboring points in the phase space get exponentially far from each other, leading to no correlation after a finite time; consequently, the autocorrelation function should vanish after some time.

In figure 14 it is possible to observe the autocorrelation function of \( \omega_1(t) \) for different initial conditions. Once again, we choose to work with the angular velocity because its values oscillate around zero. The results presented in figure 14 are similar to the ones present in figure 13, where chaos cannot be detected for small Lyapunov exponents. Nevertheless, the first zero of the autocorrelation function indicates how long it takes an event to lose correlation with past events, and this is important for other purposes [12].

This method, like the Fourier analysis, can only describe qualitatively the transition to chaos.

4.3.3. Recurrence plots. The recurrence plot is a very interesting method developed to help the visualization of the recurrences on the phase space [40]. As we have commented before, many physical systems have more than three degrees of freedom; therefore, the visualization of the phase space becomes difficult. The plot is generated from a square matrix \( M \times M \),
where the elements \((i, j)\) are painted one color in the case where the vector \(\vec{x}_i\) and \(\vec{x}_j\) are closer than a distance \(\epsilon\) on the phase space; otherwise, the point is painted another color. This can be summarized as:

\[
R(i, j) = \Theta(e - \|\vec{x}_i - \vec{x}_j\|), \quad \vec{x}_i \in \mathbb{R}^N, \quad i, j = 1, \ldots, M
\]  

(15)

where \(\Theta\) is the Heaviside step function and \(\|\|\) is a norm, e.g., euclidean norm.

The method depends on the choice of the \(\epsilon\) parameter. Although there are some recipes/instructions on how to choose this parameter in the literature [41, 42], in this study we use \(\epsilon = 0.4\sigma\), where \(\sigma\) is the standard deviation of the distance between the points on the phase space [43]. On the other hand, a clear advantage is that it analyses the phase space as a whole and not only one coordinate as in the case of the Fourier transform or the autocorrelation function. For the cases where only a time series is available, one can try to reconstruct the phase space from it using time-delay coordinates [44] (see [12] for more details).

Each type of structure in recurrence plots shows the indication of one kind of dynamic behaviour. Particularly, the diagonal lines are associated with periodicity, indicating that the system tends to visit frequently the same region of the phase space. When chaos starts to appear, the diagonal lines start to diminish.

---

**Figure 15.** Recurrence plots of different initial conditions. (a) Periodic state \((\theta_1(0) = \theta_2(0) = 78^\circ)\). (b) Transition state \((\theta_1(0) = \theta_2(0) = 79.14^\circ)\). (c) Chaotic state \((\theta_1(0) = \theta_2(0) = 80^\circ)\).

**Figure 16.** Graphic showing the chaos-order transition through the RQA method.
Figure 15 shows the recurrence plot for different initial conditions of the double pendulum; it is clear that it elucidates different behaviours. In figure 15(a), the periodic state shows a regular behaviour with very long diagonal lines, while figure 15(c) shows a very erratic pattern and figure 15(b) shows a state that is a transition between the others. Although the recurrence plot was originally just a qualitative tool, it has developed the method known as recurrence quantitative analysis, or RQA [45], that quantifies the structures on the recurrence plots, helping to identify a specific kind of dynamics [41]. One of them is $L_{\text{max}}$, the maximum diagonal line length. This quantity is related to the Lyapunov exponent of the system, since chaotic systems tend to have smaller diagonal lines on the recurrence plots. In figure 16 it is possible to see that $L_{\text{max}}$ is able to predict the system transition to chaos, in good agreement with figure 8(b).

This method is very popular [46] and had been used to analyse different systems, like financial market [47], biology [43], molecular dynamics [48] and others. Possibly the most interesting feature of the recurrence plot is that it works even for short time series.

4.4. $m_2$ Trajectory

Some of the analysis of the previous sections are in the frequencies space, others in the phase space. However, it is not clear what is happening in the real world. Thus, it is important to investigate the trajectory of the second mass of the pendulum, $m_2$, for different initial conditions, as seen in figure 17.

The quasiperiodic and chaotic motion shown in figures 8(b) and 13 can also be seen in the trajectory of the second mass, $m_2$, in figure 17.

It is remarkable that the quasiperiodic state, at least for the asymmetric case, $\theta_1(0) = \{0, \pi\}$, $\theta_2(0) = 0$, where the trajectories are not squeezed, resembles a diffeomorphism of a
Lissajous curve. This is an indication that the dynamics for low energies are similar to the ones of coupled harmonic oscillators.

It is important to note that when the pendulum is chaotic and has a large enough Lyapunov exponent, the behavior of the trajectory is very erratic. Thus, the strange trajectory of a real double pendulum is the result of chaos.

5. Conclusion

We have studied the double pendulum, a classical problem in mechanics. We have discussed how the numerical results depend on the integration method. After we had made sure that the numerical integration is performing well, we were ready to understand more about the system dynamics. We found that the Lyapunov exponent and the bifurcation diagram methods can predict the transition of the pendulum behavior, from a simple quasiperiodic behavior to a chaotic one; while the former method is quantitative and is difficult to implement, the latter is qualitative and can be easily obtained. It was also shown that a Fourier analysis is not appropriate for the quantification of the order–chaos transition, since it only provides a qualitative hint of a change on the dynamics. The autocorrelation method is also qualitative; however, the interpretation is clearer. When dealing with the possibility of chaos, it is evident of the need of a better method to investigate time series. To improve the analysis of nonlinear systems, many nonlinear methods, used to analyze time series, have been developed. In this line was presented the recurrence plots, a simple method, yet very useful to understand the dynamics of the system, both qualitative and quantitative.

And finally, in section 4.4, a connection between what is happening in the phase space and the observed trajectory of the double pendulum was made.

As we have shown, even a simple system like a double pendulum can exhibit chaos, so it is imperative to understand how to apply nonlinear methods in such systems before trying them in much more complex ones, such as, time series of the human heartbeat [49], finance time series or other contemporary problems.
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