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Abstract—An unforeseen fault of the key bearing of production system due to different reasons has the potential to cause an interruption in the entire production line, resulting in economic and production losses. To improve the reliability of industry production, this paper presents an intelligent diagnosis method for element rolling bearing based on the integrated interaction relationship of vibration nonlinear features. The nonlinear features of vibration signals are extracted using recurrence quantification analysis (RQA) and regrouped into different subsets of non-redundant features with the same level of discrimination ability through the technology of ReliefF-affinity propagation clustering. The weighted voting variable predictive model class discrimination (WV-VPMCD) is proposed to fully utilize the interaction of RQA features to do intelligent diagnostics for bearing faults. The experimental results showed that the WV-VPMCD outperformed the conventional intelligent diagnosis methods in terms of accuracy, consistency, stability and robustness, especially in the case of small number of samples.

Index Terms—Bearing fault, feature interaction, intelligent diagnostics, nonlinear features, variable predictive model class discrimination.

I. INTRODUCTION

Rotating machines are widely used in the manufacturing industry and usually operate by means of rolling bearings that may be affected by several faults which cause machine breakdown and performance level reduction [1]. Effective diagnosis allows users to plan maintenance to fix or remove the affected bearing, thus reducing system downtime and increasing safety and reliability [2]. Aiming at automated detection and diagnosis of machine conditions, intelligent fault diagnosis methods employ artificial intelligence (AI) techniques and extract the underlying knowledge from the historic sensor data [3,4]. Technically, combining with the feature extraction approaches, they can effectively process massive data and largely increase the reliability of fault detection and diagnosis system.

Intelligent diagnosis for bearing faults is an extremely challenging task because the bearing in a fault state may behave complex dynamical uncertainty and its vibration signal usually is strongly non-linear and non-stationary. A number of non-linear parameter estimation methods and theories, such as such as fractal dimension [5], wavelet entropy [6] and sample entropy [7], waveform singularity exponent [8] etc. have been introduced to bearing fault diagnosis. However, these methods generally depend heavily on the data length and lack enough robustness to noise interferences. A useful tool to deeply investigate the nonlinear dynamics is recurrence quantification analysis (RQA), which is a nowadays-recognized good method to deal with non-stationary, non-linear and relatively short data series [9]. RQA has an increasing number of applications in processing nonlinear chaotic behaviors of manufacturing system, such as investigating nonstationary work in the diesel engine acceleration [10], studying car vibration transient behavior [11] and identifying rotor-bearing system resonance states [12] etc. In this paper, RQA is utilized to extract the defect-related features hidden in the collected vibration signal of rolling bearing.

To realize the automatic identification of production system states, some AI technologies including artificial neural networks (ANN) [13], Support Vector Machine (SVM) [2], convolutional neural network [14], hidden semi-Markov model [15] etc. have been successfully employed. It is noteworthy that the performance of these conventional methods depends on choosing appropriate parameters obtained from the big training samples. The variable prediction model based class discrimination (VPMCD) [16] is a new AI technique targeting the mutual interrelationship between feature values, which has no preset parameters and avoids the iterative process of conventional neural networks and the parameter optimization of general recognition models. It meets the challenge of pattern recognition when different classes cannot be distinguished just based on decision boundaries or conditional discriminating rules.

However, for a complicated system with high-dimension feature vectors, it is hard to determine the natural relationship of features interaction for characterizing the system. Hence, it is quite necessary to select the relevant features that possess better discrimination ability and less redundancy. Hence, ReliefF ranking and affinity propagation (AP) clustering are introduced to obtain some compacted feature subsets for improving the generalization capability and identification accuracy of VPMCD. In addition, when there are some outliers or local
deviations in the feature dataset, the established variable predictive model (VPM) will deviate from the real model. Aiming to these problems discussed above, some optimization algorithms and kernel functions have been introduced into the improved methods, such as robust regression-VPMCD [17], neuro network VPMCD [18], radial basis Function-VPMCD [19], genetic algorithm VPMCD [20], Kernel partial least squares regression based VPMCD [21], etc. Because of the iteration or tuning of parameters, these improved methods have actually deviated from the essence of VPMCD, thus suffer from being trapped in local optima and high computational cost. Moreover, these methods generally need enough and regular training samples to get the accurate models. In the case of small or singular samples, their poor generalization abilities lead to inaccurate identification results.

To meet these difficulties, combining weighted voting based on Bagging set ensemble algorithm and VPMCD, the weighted voting VPMCD (WV-VPMCD) is proposed in this paper. The primary novelty of this paper is such an ensemble intelligent diagnosis method, which integrates the mutual interaction of all the features and considers the uncertainty of selecting training samples. It overcomes the perturbation caused by different samples distribution and the instability of different classifiers, thus has high identification accuracy and good stability even under the condition of small samples and high-dimension feature eigenvectors.

II. RECURRENCE QANTIFICATION ANALYSIS

RQA is a method of nonlinear data analysis for the investigation of dynamical system, aiming to quantify differently appearing recurrence plot (RP) based on small-scale structures. RP is a graphical tool that visualizes the recurrence behavior of the phase space trajectory of dynamical system. For a series \{s_1, s_2, ..., s_N\} with length N, it is embedded into the space R^m with embedding dimension m and time delay τ according to nonlinear dynamic theory. The RP can be briefly described as

\[ R_{i,j} = \Theta (\varepsilon - \|s_i - s_j\|), \quad i, j = 1, \ldots, N \]  

where \(\|\cdot\|\) and \(\Theta(\cdot)\) is the norm and the Heaviside function, respectively. This means if the distance between \(s_i\) and \(s_j\) is less than \(\varepsilon\), then \(R_{i,j}=1\) and a dot is placed at \((i, j)\) in the RP. The scale \(\varepsilon\) is a cutoff distance defining a sphere centered at \(s_i\). Since RP just is a visualization tool, low screen and printer solutions can worsen the interpretation of its pattern and structure, so RQA is used to quantify the number and duration of small-scale structures within the RP by utilizing several calculated recurrence statistics. The core of RQA is the computation of several statistics providing the identification and the quantification of transient recurrent patterns characterizing the dynamic change behavior of the time series, which is based on the recurrence point density and the diagonal and vertical line structures of RPs [9], [12]. In this paper, 11 RQA features (listed in Table I) are used to characterize the bearing vibration signals collected in different fault states.

| Table I  
<table>
<thead>
<tr>
<th>Feature parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Recurrence Rate (RR)</td>
<td>( RR = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} R_{i,j}(\varepsilon) )</td>
</tr>
<tr>
<td>2 Determinism (DET)</td>
<td>( DET = \frac{\sum_{i,j} N_{i,j}^2}{\sum_{i,j} N_{i,j}^2} )</td>
</tr>
<tr>
<td>3 Mean diagonal line length L</td>
<td>( L = \frac{1}{N} \sum_{i=1}^{N} p(l) )</td>
</tr>
<tr>
<td>4 Maximal diagonal line length ( L_{\text{max}} )</td>
<td>( L_{\text{max}} = \max \left{ {i, l = 1, 2, \ldots, N} \right} )</td>
</tr>
<tr>
<td>5 Entropy (ENT)</td>
<td>( ENTR = -\frac{1}{\log N} \sum_{l} p(l) \log p(l) )</td>
</tr>
<tr>
<td>6 Laminarity (LAM)</td>
<td>( LAM = \frac{\sum_{i,j} v_{l}^p(v)}{\sum_{i,j} v_{l}^p(v)} )</td>
</tr>
<tr>
<td>7 Trapping Time (TT)</td>
<td>( TT = \frac{\sum_{i,j} v_{l}^p(v)}{\sum_{i,j} v_{l}^p(v)} )</td>
</tr>
<tr>
<td>8 Maximal line length ( V_{\text{max}} )</td>
<td>( V_{\text{max}} = \max \left{ {v_i, i = 1, 2, \ldots, N} \right} )</td>
</tr>
<tr>
<td>9 Recurrence Time of 1st type ( T_j^1 )</td>
<td>( T_j^1 = {i, j \mid s_i, s_j \in \mathcal{R}} )</td>
</tr>
<tr>
<td>10 Recurrence Time of 2nd type ( T_j^2 )</td>
<td>( T_j^2 = {i, j \mid s_i, s_j \in \mathcal{R}, s_i, s_j \notin \mathcal{R}} )</td>
</tr>
<tr>
<td>11 Recurrence Time Entropy (RET)</td>
<td>( RET = -P(T) \log P(T) )</td>
</tr>
</tbody>
</table>

Notes: \( P(l) = \{[i, l = 1, 2, \ldots, N]\} \) is the frequency distribution of the length \( l \) of diagonal structure; \( N \) is the absolute number of diagonal lines; \( P(v) = \{v_i, i = 1, 2, \ldots, N\} \) is the frequency distribution of the length \( l \) of vertical structure; \( P(T) = \{P(T)\}_{T_{\text{max}}} \) is the probability that a diagonal line has exactly length \( l \). \( \mathcal{R} \) denotes the recurrence points which belong to the trajectory \( x_t \).

III. MULTI-CLASSIFICATION OF VPMCD

For the pattern recognition issue with L different failure categories, d different feature values \( x = [x_1, x_2, \ldots, x_d] \) from n signal vibrations are used to describe each kind of failure, thus a training set \( \mathcal{N} = \{N_1, N_2, \ldots, N_L\} \) with \( N_i \) being number of samples belonging to class \( l = 1, 2, \ldots, L \). The basis of VPMCD is that the interaction relationship between \( x_i \) and \( x_j \) (\( i = 1, 2, \ldots, d \)) is different in different failure category. The structure of inter-feature variable associations for each failure category is established using VPM which uniquely characterize the variable associations for that class and vary between different failure categories. That is, for any feature variable \( x_i^l \) (\( i = 1, 2, \ldots, d \)) can be predicted by polynomial about \( x_{i,j}^l \) in the model VMP. Generally, there exist four polynomial model types of VPM/ [21], as shown in (2) to (5):

- Linear VPM:
  \[ x_i = b_0 + \sum_{j=1}^{d} b_j x_j \]  

- Line and interaction VPM:
  \[ x_i = b_0 + \sum_{j=1}^{d} b_j x_j + \sum_{j=1}^{d} \sum_{k=1}^{d} b_{jk} x_j x_k \]  

- Quadratic VPM:
  \[ x_i = b_0 + \sum_{j=1}^{d} b_j x_j + \sum_{j=1}^{d} b_{j} x_j^2 \]  

- Quadratic and interaction VMP:
\[ x_i = b_0 + \sum_{j=1}^{i} b_j x_j + \sum_{j=1}^{i} b_j x_j^2 + \sum_{j=1}^{i} b_k x_j x_k \]  

(5)

where \( r(\text{ord} - 1) \) is the predictor order; \( b_0, b_j, b_k \) and \( b_k \) are model parameters of VPM. For any testing sample with feature \( x_i \), the established VPM is used to obtain the predict value \( x_{i,\text{pred}} \) which has a higher likelihood of being similar as \( x_i \) if the sample belongs to class \( l \). The sum of squared prediction error \( \sum_{i=1}^{n}(x_i-x_{i,\text{pred}})^2 \) of all feature values are calculated for different failure category. Based on the minimum squared predictor error, the testing sample can be considered to belong to class \( l \).

There exist three problems to be solved in the application of VPMCD. Firstly, the higher the feature dimension, the more training samples are required to establish the VPM. It means that small-sample data and high-dimensional eigenvector may provide lower statistical strength to parameters estimated during the training process. Secondly, since the VPMCD heavily depends on the complex interaction amongst the features, the irrelevant and redundant features can greatly degrade the performance of VPMCD. Finally, if there are too many outliers in the training dataset, the established VPM will deviate from the inherent interrelationship of features. The key to solve these problems is to fully utilize the intrinsic relationship between non-redundant features and maximize the assistance of existing VPMs. This is especially important for the feature set with overlapping patterns that cannot be efficiently separated based on distance measures or decision boundaries.

IV. FEATURE SUBSET SELECTIONU

The main goal of the feature subset selection is to improve the generalization capability of VPMCD by compacting the feature space, eliminating redundant features and selecting the most informative ones. We proposed a new feature selection method for generating a candidate subset of features, inspired by ReliefF score ranking and AP clustering, so the new method is named RSAP. The ReliefF assigns a ranking score for each feature individually based on \( k \) nearest neighbor algorithm [22]. The ReliefF score (RS) for feature \( x_k \) is given as

\[
RS(x_k) = P(\text{different value of } x_k \mid \text{different class}) - P(\text{different value of } x_k \mid \text{same class})
\]

(6)

where \( P \) means probability. The RS is normalized to get the NRS (7) for \( k \)th feature between \( 0,1 \), where the biggest value of NRS means \( k \)th feature is ranked top1 (the best) and the smallest one means the worst.

Affinity propagation (AP) is an exemplar-based clustering algorithm, which takes the input similarities between features and finds clusters with small error and fast execution speed [23]. To determine the final clustering result, two kinds of information between two features are defined as responsibility \( r(i,k) \) and availability \( a(i,k) \). The \( r(i,k) \) sent from feature \( i \) to feature \( k \) reflects the appropriate degree of feature \( k \) as the group center of feature \( i \), as shown in (8).

\[
r(i,k) \leftarrow s(i,k) - \max_{k' \neq k} \left\{ a(i,k') + s(i,k') \right\}
\]

(8)

where \( s(i,k) \) is the value of similarity between each feature’s pair \([x_i, x_k]\). The \( a(i,k) \) sent from the candidate group center feature \( k \) to the feature \( i \), indicates the evidence of how appropriate it would be to the point \( i \) to choose the point \( k \) as an exemplar. It is described as

\[
a(i,k) \leftarrow \min \left\{ 0, r(k,k') + \max_{j \neq i} \left\{ 0, r(i,j) \right\} \right\}
\]

(9)

In the process of clustering, the \( r(i,k) \) and \( a(i,k) \) are started with diagonal elements of similarity matrix and a null vector, respectively. Thus, the definition of an exemplar occurs when the combination of maximum value:

\[ AP = \max \{ r(i,k) + a(i,k) \} \]

(10)

The main steps of RSAP are described as

1) Get the NRS of each feature according to (6)-(7) and order the all features in descending order of their rank.
2) Cluster the all features with AP algorithm in (8)-(10), then get a number of clusters of features
3) Order the features in each cluster in decreasing rank of their NRS values
4) Group, all first order features in each cluster into the 1st feature subset, 2nd order features into the second subset and so on
5) If the number of features in each cluster are not equal, then remove the last feature from the cluster that has more features.

Based on the above steps, iteration for multiple times, the different feature subsets can be obtained. In each subset, the features have less similarity, more independence and lower dimension, which are beneficial to establish a precise VPM. The VPMs corresponding to different feature subsets are complementary in the final decision to a certain degree.

V. WEIGHTED VOTING-VPMCD

Classification accuracy of VPMk is often calculated by referring to labels of sampled data instances (used in training). However, the performance that VPMk achieves on the dataset used in its training may not be an ideal indicator to its performance on new and unseen data instances. That is, assigning weights to the member VPMCDs according to how they perform in training may increase the risk of overestimating what they will achieve. In this paper, the risk is reduced by using un-sampled data samples (not used in training) to evaluate and weight member VPMCDs. In order to improve the accuracy of VPMCD and maintain its stability and consistency,
a novel intelligent diagnosis method named WV-VPMCD is proposed. In this method, the training dataset is regrouped into several feature subsets with the RSAP method, and then an integrated model is constructed by the sub-VMCs adaptively according to weighted bagging ensemble algorithm. The proposed method is illustrated in Fig.1 and the detailed steps are provided as follows:

1) With the confirmed values of \( m \) and \( \tau \), the RP of vibration signal \( s(i) \) can be obtained based on the phase reconstruction \( z=[s(i), s(i+\tau),...,s(i+(m-1)\tau)] \). The choice of \( m \) is usually based on counting false nearest neighbors when increasing \( m \), and choosing the value of \( m \) where the number of false nearest neighbors goes to zero [24]. The delay \( \tau \) must be selected to minimize the autocorrelations between the time series points. In practice, ‘reasonable’ value of \( \tau \) corresponds to the first minimum of the mutual information function [25].

2) To quantify differently appearing RPs, the RQA of each signal are calculated and noted as \( \text{x}=[\text{RR}, \text{DET}, L, L_{\text{max}}, \text{ENTE}, \text{LAM}, \text{TT}, V_{\text{max}}, T_{1}, T_{2}, \text{RET}] \). So, the training sample set \( S=[(x_n,y_n)| n=1,...,N] \) with \( N \times d \) (\( N \) is the number of training feature samples and \( d=11 \)) is formed, where \( y_n \in \{l_1, l_2, ..., l_c\} \) is the class label of \( x_n \).

3) With the method RSAP introduced in Section IV, the \( 11 \) features of \( x \) is ranked and \( S \) is partitioned into \( P \) feature clusters \( \{\text{FC}_1, \text{FC}_2, ..., \text{FC}_P\} \), and then the new feature subsets \( \{\text{FS}_1, \text{FS}_2, ..., \text{FS}_Q\} \) are generated.

4) Generate a series of “bagged” sets \( S_k \) by resampling with replacement from each feature subset \( \text{FS}_k (k=1,2,...,Q) \). Each \( S_k \) is used to train the member VMPs, and then get ensemble classifier \( L_q=[\text{VPM}_1,...,\text{VPM}_K] \).

5) Use the un-sampled feature set (noted as \( \text{FS}_{q}, S_k^u \) ) in \( \text{FS}_q \) to test \( \text{VPM}_k \) and get the discrimination rate \( p_k \). The un-sampled training instances are correctly classified by \( \text{VPM}_k \), the weighted coefficient of \( \text{VPM}_k \) is set as

\[
W_k = \frac{\log \left( \frac{p_k}{1-p_k} \right)}{\sum_{i=1}^{K} \log \left( \frac{p_i}{1-p_i} \right)}
\]

6) For the \( \text{FS}_q \), the general form of combining individual VPM classifiers is given as follows:

\[
F(\text{x}_T) = \max_{q=1}^{Q} \left( \sum_{i=1}^{K} H_q(\text{x}_T) \cdot a_q \right)
\]

Fig. 1 Flow chart of WV-VPMCD

1) \[
H_q(\text{x}_T) = \max_{\ell=1,...,C} \left( \sum_{i=1}^{K} g_{\ell q}(\text{x}_T) \cdot w_i \right)
\]

where \( H_q(\text{x}_T) \) represents the predictive label of an unlabeled sample \( \text{x}_T \) based on the \( \text{FS}_q \). \( g_{\ell q}(\text{x}_T) \) is the probability of \( \text{x}_T \) classified to \( \ell \) by \( \text{VPM}_q \).

7) Calculate the total training accuracy of \( L_q \) for the \( \text{FS}_q \), i.e.

\[
\text{ACC}_q = \frac{\sum_{l=1}^{C} p_l \cdot \text{ACC}_l}{\sum_{q=1}^{Q} \text{ACC}_q}
\]

8) The final prediction result is

\[
F(\text{x}_T) = \max_{\ell=1,...,C} \left( \sum_{q=1}^{Q} H_q(\text{x}_T) \cdot a_q \right)
\]
VI. EXPERIMENTAL RESULTS

In this section, the proposed method is evaluated on the public bearing datasets from Case Western Reserve Lab. The test bearing is SKF deep groove ball bearings with motor load about 3Hp and speed of 1797 rpm. Vibration signals were collected under four different operating conditions including normal, ball fault, inner race fault, and outer race fault. In each fault bearing, single point fault was set into the test bearing using electro-discharge machining with different defect sizes in diameter, i.e., 0.007, 0.14 and 0.021 inches, respectively. Thus, there were 10 conditions in total which are numbered in Table 2. An accelerometer with a bandwidth of up to 5000Hz was mounted on the motor housing at the drive end of the motor to collect the vibration signals from the bearing with motor speed of 1797 rpm. The sampling frequency was 12 kHz. A detailed signal collection depiction can be easily found in [26]. Because the data were stored as a long array, the data are divided into many short-time samples with 1024 data points in length.

According to Step 2 in Section 5, the values of $m$ and $\tau$, are calculated for the signals in different states and the corresponding RPs are shown in Fig.2. In this figure, the number and distribution of the recursion points (black points) basically vary with the fault state of rolling bearing. Any slow amplitude variation results in white area (the regions in which recurrences do not occur) visible on the RPs and while white circular regions may result from frequency shift inside the signal. In general, they are typical for non-stationary data and indicate that some stages are rare and transitions may occur. In Fig.2 (a)-(d), the transition from different fault types is associated with different vertical line structures. The apparent evolution from one state to another state like checker board and larger square patterns into a collection of vertical and horizontal short lines. The RPs for the same fault type with different defect sizes are provided in Fig.2(d)-(f), where the density of recursive point decreases with the increase of defect size. For the big size of defect, the corresponding RP presents a massive aggregation pattern of Fig.2 (f). It is difficult to provide precise interpretation of the physical meaning of the white or black regions visible on the RPs. To quantify the state information in the RPs, the RQA features in Table 1 are extracted for all the fault states. Statistically speaking, the boxplots of these features are shown in Fig.3, in order to show the distribution of 11 features.

![Fig.2 RPs of bearing faults. (a)Normal, (b)OR007, (c)B007, (d)IR007, (e)IR014, (f)IR021](image)

In Fig.3 (a) and Fig.3 (g), the features have high similarity and their independence is not satisfactory. There exist more outlier samples in Fig. 3(f) and Fig.3 (i). The class aggregation of features in Fig.3 (f) and Fig.3 (j) is not good due to their discrete distributions. In addition, the overall distribution of RQA features in Fig.3 (g) is highly similar to that in Fig.3 (i). We can see that the RQA features have different discrimination ability, inconsistent stability and irregular distributions. In certain ranges, the more regular feature values it has, the more practicability there is. The feature similarity and irregular distribution mean more redundancy and less relevance of feature set, thereby resulting in the decrease in the stability and accuracy of VPMCD. Therefore, it is very necessary to regroup the features for improving the performance of VPMCD.
Fig. 3 Boxplots of RQA features, (a) Normal, (b) IR007, (c) B007, (d) OR007, (e) IR014, (f) B014, (g) OR014, (h) IR021, (i) B021, (j) OR021

Table II shows the VPM fitting errors and classifying results for 10 samples, when all eleven RQA features are put into the conventional VPMCD. This table shows that the sample data with "g" state label is predicted to be "i" state label. The misclassification phenomenon is very common in the cross validation. With the proposed method in this paper, all the features in Table I are ranked according to their RS, and the results are given in Table III.

### TABLE II
RESULTS OF FAULT IDENTIFICATION BASED ON RQA AND VOTE-VPMCD

<table>
<thead>
<tr>
<th>Fault type</th>
<th>Real state label</th>
<th>Normalized value</th>
<th>Square sum of prediction errors</th>
<th>Identification result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>a</td>
<td>(7.1 \times 10^{-4})</td>
<td>0.038</td>
<td>7.951</td>
</tr>
<tr>
<td>IR 007</td>
<td>b</td>
<td>(6.7 \times 10^{-4})</td>
<td>0.134</td>
<td>36.54</td>
</tr>
<tr>
<td>IR014</td>
<td>c</td>
<td>(5.6 \times 10^{-3})</td>
<td>0.439</td>
<td>5.139</td>
</tr>
<tr>
<td>IR021</td>
<td>d</td>
<td>(6.2 \times 10^{-3})</td>
<td>0.439</td>
<td>5.139</td>
</tr>
<tr>
<td>B007</td>
<td>e</td>
<td>(1.6 \times 10^{-4})</td>
<td>0.043</td>
<td>7.576</td>
</tr>
<tr>
<td>B014</td>
<td>f</td>
<td>(1.8 \times 10^{-4})</td>
<td>0.134</td>
<td>7.395</td>
</tr>
<tr>
<td>B021</td>
<td>g</td>
<td>(6.3 \times 10^{-4})</td>
<td>0.439</td>
<td>5.139</td>
</tr>
<tr>
<td>OR007</td>
<td>h</td>
<td>(6.7 \times 10^{-4})</td>
<td>0.134</td>
<td>7.395</td>
</tr>
<tr>
<td>OR014</td>
<td>i</td>
<td>(4.7 \times 10^{-4})</td>
<td>0.043</td>
<td>7.576</td>
</tr>
<tr>
<td>OR021</td>
<td>j</td>
<td>(4.4 \times 10^{-4})</td>
<td>0.043</td>
<td>7.576</td>
</tr>
</tbody>
</table>

Note: In the fault type, IR, B and OR represent inner race fault, rolling ball fault and outer race fault, respectively. 0.007 inch, 0.014 inch, 0.021 inch, respectively.

In Table III, each feature has its own RS that presents its priority for discriminating fault states. According to the results of AP clustering, the features are automatically divided into three clusters (FC1, FC2 and FC3). The features in the same cluster generally have maximum similarity and big relevance, so it is better to separate them to avoid the information redundancy. Using the RSAP method, the NRS top features are selected from each cluster to form a new feature subset, i.e. feature 2, 3 and 11 form FS1. The features ranking second in each cluster forms feature subset 2, i.e. feature 1, 6 and 9 form FS2. In the same way, feature 4, 5, 10 form FS3. Owing that the NRS of feature 7 and 8 are very small, they are abandoned in the VPM establishment. Each subset is put into a resampling procedure to generate a set of training resampled dataset. After that, each resampled dataset corresponds to a sub-VPM. For
each sub-VPM, the un-sampled instances are used as the input to obtain the corresponding discrimination rate. The classifiers are weighted according to their discrimination rates. All of the subset $F_1$, $F_2$ and $F_3$ are processed with bagged ensemble VPM algorithm and their outputs are fused into the final identification result.

To further evaluate the performances of proposed method, the same training and test samples are used to carry out the conventional VPMCD, SVM and BP neural network identification test. The comparisons of identification accuracy and computational cost are described as Fig.4 (a) and (b). The average identification accuracies of WV-VPMCD, SVM, VPMCD and BP are 96.96%, 91.79%, 90.19%, 87.89%, respectively. Their corresponding average computational time consumption are 3.225s, 16.225s, 0.147s and 0.795s, respectively. From Fig.4 (a), the identification accuracies of all the classifiers increase along with the number of training samples. The accuracy curve of conventional VPMCD is very steep, which means that the number of training samples seriously affects its identification results. The WV-VPMCD yields higher accuracy and outperforms the other algorithms. Moreover, the curve of WV-VPMCD tends to be gentle, which indicates its relative independency to the number of training sample. In Fig.4 (b), the computational cost of WV-VPMCD is higher than that of the conventional VPMCD and BP, but less than that of SVM. Owing to the multiple regression in VPMCD with different Bagging sets, the accuracy of WV-VPMCD increases at the expense of the computation cost to some extent, but the cost is acceptable.

![Accuracy Comparison](image)

**Fig.4** Comparisons of BP, VPMCD, SVM and WV-VPMCD . (a) Identification accuracy, (b) Time consumption

### TABLE IV

<table>
<thead>
<tr>
<th>Real state</th>
<th>Identification results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5 6 7 8 9 10 Major voting discrimination rate</td>
</tr>
<tr>
<td>a</td>
<td>a a f a b a a g a a   7/10</td>
</tr>
<tr>
<td>b</td>
<td>b b b a b b a b b f b   8/10</td>
</tr>
<tr>
<td>c</td>
<td>g c c c c c e i c c c   7/10</td>
</tr>
<tr>
<td>d</td>
<td>d j d d j d d h d d d   7/10</td>
</tr>
<tr>
<td>e</td>
<td>f e e f e a e c f f    4/10</td>
</tr>
<tr>
<td>f</td>
<td>f b a f b f f e f c f   5/10</td>
</tr>
<tr>
<td>g</td>
<td>f i i g i g i g i g i g i 4/10</td>
</tr>
<tr>
<td>h</td>
<td>h h h h d f h h h h h    7/10</td>
</tr>
<tr>
<td>i</td>
<td>i i g i i i G g i i i i i 6/10</td>
</tr>
<tr>
<td>j</td>
<td>j j j d j d j j j j j 8/10</td>
</tr>
</tbody>
</table>

In order to verify the identification performance of WV-VPMCD in the case of small training samples, 4 to 10 samples are extracted from each state feature subset for training. For ten kinds of bearing fault states namely, 40 to 100 training samples are used to calculate the discrimination rate. In the case of 100 training samples (10 samples for each state), the corresponding identification results are provided in Table IV, using the conventional VPMCD without feature selection. In this table, there is a lot of uncertainty in the identification results if with one single VPMCD. And even with the method of majority voting, there still exists the phenomenon of misclassification. That is because the VPM parameters cannot be precisely estimated out by least square fitting when the number of training samples is not much bigger than the number of model parameters. And some important model parameters would be abandoned, which leads poor fitting results, especially for higher-order interaction model.

**Fig.5** provides the accuracy comparison of different classifiers in the case of small training samples. If without enough sample features, the BP and SVM are easy to relapse into the local extremum. Both of them cannot effectively differentiate the feature sets with overlapping patterns and their identification accuracies keep about 80%, as shown in Fig.5. More serious misclassification phenomenon exists in the conventional VPMCD and its accuracy is always below 80%. As analyzed in Section III, in the case of small training samples only weak VPM can be obtained, which represents part of the feature interaction relationship. In the WV-VPMCD, the partial interaction relationships are integrated by assigning the optimal weights according to the accuracy of individual VPMCD, and then are fully utilized to identify fault states. Furthermore, the
weighted bagging ensemble algorithm divides the irregularly distributed data into the regular feature subsets for training sub-VPMs so as to improve the stability of WV-VPMCD. Therefore, the WV-VPMCD always keeps a good accuracy above 90% even with 40 feature samples. The results demonstrate that the proposed method achieves high classification accuracy and good stability for intelligent fault diagnosis.

VII. CONCLUSION

The study presented a novel intelligent fault diagnosis method based on the proposed WV-VPMCD. This method does not involve the optimization and iteration of parameters, and thus decreases the computational cost of intelligent learning. In this method, RQA features are extracted to characterize the nonlinear short time series and divided into the different subsets of non-redundant features with the same level of discrimination ability. Each feature subset is used to train individual sub-VPM. The weight of each sub-VPM is assigned according to its individual discrimination rate, thus resulting in a flexible exploitation of complementary competencies of sub-VPMs. The WV-VPMCD method integrates the mutual interaction relationships of all the features and considers the uncertainty of selecting training samples. It does not need to rely on prior knowledge and regular samples, therefore it is less influenced by subjective factors and singular samples perturbation to get the objective and stable classification results, even in the case of small samples and high-dimension feature vector. The experimental results have validated the effectiveness and superiority of the method for bearing fault diagnosis. Efforts will also focus on verifying the method’s robustness to some other external disturbances, such as rotating speed, operating load and output power, etc.
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