Rotation of the Earth, solar activity and cosmic ray intensity
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Abstract. We analyse phase lags between the 11-year variations of three records: the semi-annual oscillation of the length of day (LOD), the solar activity (SA) and the cosmic ray intensity (CRI). The analysis was done for solar cycles 20–23. Observed relationships between LOD, CRI and SA are discussed separately for even and odd solar cycles. Phase lags were calculated using different methods (comparison of maximal points of cycles, maximal correlation coefficient, line of synchronization of cross-recurrence plots). We have found different phase lags between SA and CRI for even and odd solar cycles, confirming previous studies. The evolution of phase lags between SA and LOD as well as between CRI and LOD shows a positive trend with additional variations of phase lag values. For solar cycle 20, phase lags between SA and CRI, between SA and LOD, and between CRI and LOD were found to be negative. Overall, our study suggests that, if anything, the length of day could be influenced by solar irradiance rather than by cosmic rays.
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1 Introduction

The velocity of the Earth’s rotation and thus the length of day (LOD) vary at different timescales from days to millennia (Rosen, 1993; Eubanks, 1993). It is known since Starr (1948) that conservation of global angular momentum of the solid Earth–ocean–atmosphere system implies that a decrease in angular momentum of the fluid envelope is accompanied by an increase in the rotation rate of the Earth and therefore a corresponding decrease in LOD. Thus, it is possible to associate changes in LOD from the global solid Earth–ocean–atmosphere system through conservation of angular momentum. As such, investigation of LOD is a direct measure of the pulse of interactions within the different components of the Earth. This is one of the reasons why the excitation of LOD variability has received such attention over the last decades, particularly since the advent of the space era over which the accuracy of Earth measurements has increased dramatically (Eubanks, 1993; Gross, 2007).

It is also known that a large part of the lower frequencies, notably interannual timescales, is related to El Niño–Southern Oscillation (ENSO) phenomena (Hide and Dickey, 1991; Abarca del Rio et al., 2000) and also with mantle–core coupling (Holme and de Viron, 2013), while at lower frequencies, even though the atmosphere–ocean coupled system may play a role, the greater part of the contribution is related to mantle–core coupling (Gross, 2007) effectively masking the geodetic signature of longer-term changes in the atmosphere–ocean system.

By contrast, atmospheric circulation, therein atmospheric angular momentum (AAM), is responsible for most (up to 95 %) of the seasonal LOD variability (Rosen and Salstein, 1985; Höpfner, 1998; Aoyama and Naito, 2000), with contributions from oceanic currents and ocean–atmosphere pressure changes, and hydrologic cycle at lower level (Höpfner, 2001; Yan et al., 2006; Jin et al., 2011). And let us note that seasonal changes in length of day (LOD) represent the largest signal on less than decadal periods and are, therefore, of fundamental importance. The amplitudes of LOD seasonal variations are of the order of milliseconds per day, but their amplitude varies from year to year (Bourget et al., 1992; Gross et al., 1996; Le Mouël et al., 2010). The variability of
the seasonal cycles (notably the modulation in amplitude of the annual and semi-annual oscillations) in LOD is strongly related to zonal winds (Li-Hua and Yan-Ben, 2006) and has been related to ENSO variability at interannual timescales (Gross et al., 1996, 2002). Instead at decadal timescales, the sources of excitation of the modulations of the seasonal timescales remain poorly known.

With the advent of the atomic clock in the 1960s, the French astronomer André Danjon was the first to show a correlation between solar activity (SA) and LOD (see Danjon, 1958, 1962; and Gambis, 1990, for a review). This apparent correlation has subsequently been confirmed by several other authors (Challinor, 1971; Currie, 1981; Abarca del Rio et al., 2003; Chapanov and Gambis, 2008, 2009a, b; Le Mouël et al., 2010). However, a causal link between SA and LOD remains enigmatic, with the cited authors invoking several causes of variation of the Earth’s moment of inertia. These mechanisms range from the global dynamics of the atmosphere, to large mass changes in the hydrosphere (ocean, ice caps), to internal changes in the solid Earth. What is more, the precise determination of the cause of variation is further complicated because purely internal oscillations in the climate system exhibit variability within the same frequency band as the 11-year solar cycle, which makes direct solar forcing rather uncertain (Abarca del Rio et al., 2003).

One way to either confirm or to refute direct solar forcing on LOD would be to identify its underlying, albeit hypothetical, mechanism and then to simulate it with numerical models. However, the difficulty lies in the fact that the 11-year solar forcing on climate is rather small, whatever the considered mechanism (changes of total solar irradiance, of UV irradiance, or cosmic ray (CR) modulation (see Gray et al., 2010, for a review)).

Another way to study the possible solar influence on LOD is to perform statistical studies of time series. Chapanov and Gambis (2008, 2009a, b) decomposed the LOD data set empirically into a set of mathematical components. Using fast Fourier transform (FFT) these authors succeeded in finding a set of components corresponding to processes such as zonal tides (5.64 days to 177.84 days), seasonal oscillations (1 year), gravity oscillations (6.75 years), solar activity (10.47 years), empirical oscillations (11.94 years), lunar node (18.61295 years) and solar magnetic activity (22.06 years). What stands out is that the relationship between an empirically modelled response of LOD to solar activity and variations of solar activity (Wolf number) changes with solar cycles (Chapanov and Gambis, 2008). Chao et al. (2014), using wavelet analysis, have found quasi-6-year, 18.6-year (tidal) and ~13-year oscillations in LOD but did not analyse the latter one.

A possible way to identify possible reasons of LOD seasonal variation is to compare the spectral peaks observed in SA and cosmic ray intensity (CRI) with the ones of LOD. But since the Sun can influence the interplanetary space and the Earth, even by different mechanisms, the dominating frequencies observed in solar, interplanetary and Earth parameters can be very similar. For example, some periods in SA discussed by Hathaway (2010), and observed by Mavromichalaki et al. (2003) and Kudela et al. (2010) in CRI, are similar to the ones observed in LOD.

Thus, in addition to the identification of spectral peaks, it is crucial to investigate phase lags between time series of LOD, SA and CRI. For SA and CRI, values of phase lags and of cycle length are clearly different for even and odd solar cycles. More precisely, being equal to about 10 months or slightly less on average over about four–five last solar cycles, the phase lag is relatively large (about 15–20 months) for odd solar cycles and relatively small (less than 10 months) or even negative for even solar cycles (Nymmik and Suslov, 1995; Usoskin et al., 2001; Gupta et al., 2006; Mishra and Gupta, 2006; Mavromichalaki et al., 1997, 2007; Paouris et al., 2012; Thomas et al., 2013). We thus propose that an investigation of phase lags between SA, CRI and LOD could help explain the apparent correlation (causal or fortuitous) between SA and LOD.

If systematic differences in phase lags were observed between SA and LOD and were accompanied by constant phase lags between CRI and LOD, this would suggest that LOD variations may be causally linked to cosmic rays. Otherwise, if phase lags between SA and LOD are similar for even and odd solar cycles, this may be more compatible with a mechanism linked to irradiance changes. Furthermore, the study of the sign and stability of the phase lag would also be extremely helpful in evaluating the possible role of solar forcing in the apparent 11-year cycle observed in the LOD record. Indeed, a systematic negative phase lag (i.e. LOD changes predating SA variations) would rule out any causal relationship between the two parameters.

In this study we investigate phase relationships between 11-year variations of SA, CRI and LOD. We confirm the difference in phase lags between SA and CRI for even and odd solar cycles. The shapes of investigated curves show that LOD is more likely influenced by SA rather than mechanisms linked to cosmic rays. Three different methods of phase lag analysis for SA and LOD as well as for CRI and LOD indicate a positive trend in phase lag values observed in both cases. We also observe additional variations of phase lags that are unrelated to the trend.

2 Experimental data

In this study we analyse SA, CRI and LOD using monthly data covering (fully or almost fully) solar cycles 20 to 23.

2.1 Rotation of the Earth – length of day (LOD)

We are mainly interested in 11-year variations of semiannual oscillation of LOD because of a sharp spectral peak which is evidenced in LOD oscillations (Bourget et al.,
1992; Le Mouël et al., 2010). Original data are taken from the database of the International Earth Rotation and Reference System Service (IERS), of the Earth Rotation Center at Paris Observatory (http://hpiers.obspm.fr/eoppc/eop/eop04/eop04_IAU2000.62-now). The analysed data set was obtained using calculations described by Le Mouël et al. (2010). After preprocessing, the resulting data set covers the time interval from January 1964 to March 2012. The main goal of preprocessing was to extract from the original data set, containing oscillations at various frequencies, the semi-annual LOD variation. In particular, to eliminate the strong irregular longer-term variation, the further steps were done. Simple linear trend can be removed by simply subtracting a least-squared-fit (or first-degree polynomial fit) straight line. However, LOD variation results from geophysical phenomena and most geophysical quantities have red spectra, which imply more low-frequency variability than we would find simply in a linear trend. In addition as the linear trend does not fully explain the red spectrum, we may still be concerned about edge effects on the spectrum. One way to minimize the impact of the red spectrum and therefore the edge effect on the FFT is to compute the time derivative of the data. Finally the time derivative has the property of not interfering with the time series; that is, we neither assume a particular model for those low frequencies nor apply a particular low-pass filter.

A derivative of the original data set of the daily values of LOD was calculated for each day \( k \). As a result we obtained the data set \( \text{lod}'(k) \). Next, for each day \( k \) we calculated Fourier coefficients \( C(k) \) corresponding to the 0.5-year \( (T) \) spectral line. For this calculation we used a 4-year \( (2\tau) \) sliding window width which was centred on each day \( k \).

\[
C(k) = A(k) + iB(k) = \Delta t/(2\tau + 1) \sum_{\rho=k-\tau}^{k+\tau} \text{lod}'(k)(\cos(\omega \rho) + i \sin(\omega \rho)),
\]

where \( \omega = 360^\circ/T \) (in degrees per day), \( T = 0.5 \) year \((182.62 \) days), \( \tau = 2 \) years \((730 \) days), and \( \Delta t = 1 \) day is the sampling interval.

An amplitude \( \alpha(k) \) of the 0.5-year variation of the \( \text{lod}' \) can be estimated as a module of the FFT amplitude multiplied by the factor of \( T/2\pi \):

\[
\alpha(k) = (182.62/2\pi) \cdot A(k),
\]

where \( A(k) = (A^2(k) + B^2(k))^{1/2} \).

Two questions can be raised at this point: one technical, the other physical. The first is related to a possible dependence resulting from the choice of the FFT sliding window. Figure 1 presents four curves of 0.5-year LOD oscillation that have been calculated using different FFT sliding windows: 1 year (graph A), 2 years (graph B), 4 years (graph C) and 8 years (graph D). Graph C shows a very clear 11-year variability. Graphs A and B show observable 11-year variability, but visible noise must be filtered out. Graph D also shows 11-year variability, but its relative amplitude is lessened. Hence,
for our investigation we chose the 4-year FFT sliding window width as optimal (Graph C).

The second question is related to the LOD oscillation that exhibits the 11-year cycle. Figure 1c depicts the 0.5-year oscillation of LOD showing 11-year variability. Figure 2 presents two other LOD oscillations: the first over 1 year (Graph A) and the second over 2 years (Graph B). In both cases we used an FFT sliding window width of 4 years. Even if variations of 1-year LOD oscillation do show some periodicity around 11 years, this trend is less clear than that described above for the 0.5-year oscillation of LOD in Fig. 1c. The graph presented in Fig. 2b demonstrates no clear cyclicity around 11 years.

Consequently, for this study we have thus focused on the 0.5-year oscillation of LOD, as presented in Fig. 1c. This data set covers solar cycles 20 to 23. Hereafter, it is referred to simply as LOD. Our study of variations of LOD requires additional data sets of SA and of CRI covering a time interval as long as the LOD data set.

2.2 Solar activity – sunspot number (SSN)

As a simple and robust parameter characterizing SA variations, we used the monthly index of sunspot numbers (SSNs, from the Solar Influence Data Center (SIDC) database). The data set is extensive, starting in 1749 and continuing until the present. This data set may be too rough as a proxy of SA. Another index such as the total solar irradiance (TSI, in W m$^{-2}$) is certainly preferable, but it covers a shorter time interval from 1975 to 2003 (Composite Total Solar Irradiance database 1978–present, compiled by C. Fröhlich and J. Lean; Fröhlich, 2003). The 1978 to 2003 portion of the data set is based on observed data, and the 1975 to 1978 portion is based on modelled data. Both (SSN and TSI) extended data sets can be found in the NGDC-NOAA database (SSN – http://www.ngdc.noaa.gov/stp/solar/ssndata.html, TSI – ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA/SOLAR_IRRADIANCE/).

In this study we use the longer SSN index for SA. However, in order to show how the solar activity related to behaviour of the TSI, we present both data sets in Fig. 3 (top graph) (the original data sets and the smoothed version by adjacent averaging with a window of 30 months). It can be seen that both data sets exhibit very similar behaviour over the nearly 11-year period (Schwabe). As expected, the smoothed curves clearly show that Schwabe cycle maxima for the TSI and SSN correspond precisely. Relative amplitudes of the cycles can differ: for example, in SSN (smoothed data set) amplitudes of solar cycles 21 and 22 are higher (about 150) than the one of solar cycle 23 (about 100), but in TSI (smoothed data set) this difference is less (about 1366.3 W m$^{-2}$ for the cycles 21, 22 and about 1366.4 for the cycle 23). Nevertheless, the dates of extremes (minimal and maximal points) of the solar cycles presented by SSN and TSI are similar.

2.3 Cosmic ray intensity (CRI)

As an indicator of CRI, we use two data sets describing the number of counts recorded by two different neutron monitors. The first record, from the CLIMAX neutron monitor, spans the interval from January 1951 to October 2006 (http://www.ngdc.noaa.gov/stp/spaceweather.html). The second, from the McMurdo neutron monitor, spans the interval from January 1965 to September 2013 (http://neutronm.bartol.udel.edu/). Using these two data sets we can consider the time interval, which fully or partially covers solar cycles 19 to 23. However, the LOD data only cover solar cycles 20–23, preventing us from analysing solar cycle 19.

2.4 Preprocessing of original data sets

The data sets analysed for this study were preprocessed as follows. (1) The data sets were smoothed by adjacent averaging with a window of 30 months. This window dimension was chosen as being optimal for an approximation of the original data sets. The choice of a smaller window dimension allows the analysis of oscillations of higher frequencies, which can be of interest in the investigation of links between...
different processes. However, for our study focused on 11-year variations, a sliding window size of 30 months gives us a good approximation. Original and smoothed curves are presented in Fig. 3. (2) The resulting curves were then detrended by correcting for a linear trend. The final time series (Fig. 4) were then obtained by normalization of the smoothed and detrended records.

3 Methodology

One of our objectives is to calculate phase lag values for pairs of different parameters. Since we consider phase lag evolution between 11-year cycles, we should first demonstrate the presence of variations with such a period in each of the analysed data sets. We used wavelet analysis to obtain a spectrum in which a time evolution can be seen. This method is very effective not only for the analysis of linear, stable signals but also for the analysis of nonlinear, unstable signals. Basic principles, peculiarities and some examples of using the wavelet analysis are presented in Torrence and Compo (1998). The mathematical definition of the wavelet transform (W) of time sequence \( x_n (n = 0...N) \) with step \( \Delta t \) is the following:

\[
W_n (s) = \sum_{n'=0}^{N-1} x_{n'} \psi^*(n' - n) \Delta t / s,
\]

where \( \psi \) is a localized wavelet, \( s \) is a scale parameter and \( n \) is a time index, and asterisk denotes complex conjugation. Here we use the Morlet wavelet \( \Psi (\eta) = \pi^{-1/4} \exp(i\omega_0 \eta) \exp(-\eta^2/2) \), where \( \omega_0 = 6 \) and \( \eta \) is a dimensionless time parameter.

The result can be visualized by a figure presenting wavelet spectrum of the analysed signal. The colourmap used in the figure corresponds to the amplitudes of the wavelet spectrum.

Statistical significance is calculated as a 5% significance level against the red noise background. Statistically significant zones of the spectrum are contoured by a black line. An influence of boundary effects is taken into account; one has to trust only results inside the so-called “cone of influence”. On the wavelet spectrum the zones outside the cone are shaded.

Since we analyse cycles which originated through processes of different nature and which may have been influenced by different factors, it is possible that the length of the cycles may differ. Because of this, any choices made concerning the method of phase lag analysis are important. To comply with this we have used different techniques in order to make phase lag calculations as accurate as possible. First, the pair of cycles corresponding to the same solar cycle was chosen; next, the phase lags between the two cycles were calculated using

– the difference between dates of maximal amplitudes of the two cycles
– the phase lag which corresponds to the maximum correlation coefficient between the two cycles
– the phase lag calculated from cross-recurrence plots.

3.1 Brief description of methods used for phase lag analysis

There are different methods that can serve to estimate phase lag between two data sets for each solar cycle. The first
one consists of methods allowing the discrete calculation of phase lag and is used, for example, to determine phase lag at the dates of maximal amplitudes of the two cycles. A second technique allows the computation of average phase lag for a chosen time interval (e.g., a particular solar cycle) and can be used, for example, to estimate phase lag corresponding to a maximal value of the correlation coefficient. The last method allows estimating phase lag between two analysed data sets for each point (date). Cross-recurrence plot analysis can serve as an example of this method. This last method is very effective in the analysis of data sets between which the coherence is not stable.

The analysis of a recurrence plot of a data set is based on the idea of recurrence as a fundamental property of each dynamical system and on the idea of the possibility to investigate the behaviour of a system based on an understanding of its phase-space behaviour in Takens’ theorem (Takens, 1981). Phase-space behaviour of \( x(t) \) can be reconstructed using \( X_i = (x_i, x_{i+\tau}, \ldots, x_{i+(m-1)\tau}) \), where \( m \) is the embedding dimension and \( \tau \) is the time delay.

Topological structures of the original data set \( x_i \) are guaranteed to be saved if \( m \geq 2d + 1 \), where \( d \) is a dimension of the attractor (Takens, 1981). A cross-recurrence-plot analysis is based on the same idea but allows analysing dependencies between two data sets. Let us consider two dynamical systems presented by vectors \( x_i \) and \( y_i \), in a \( d \)-dimensional phase space. The systems are shown by two data sets \( x_i \) and \( y_i \), where \( i = \{ 1, \ldots, N \} \) and \( j = \{ 1, \ldots, M \} \). \( N \) is a number of states of \( x_i \), and \( M \) is a number of states of \( y_i \). Mathematically, a matrix of cross-recurrence (\( CR_{i,j}^{x,y} \)) of these two data sets can be defined as follows:

\[
CR_{i,j}^{x,y}(\varepsilon) = \Theta(\varepsilon_i - ||x_i - y_j||),
\]

where \( i = \{ 1, \ldots, N \} \), \( j = \{ 1, \ldots, M \} \).

\( || \cdot || \) is a norm, \( \varepsilon_i \) is a threshold distance (a radius of a chosen neighbourhood of \( x_i \)), and \( \Theta(\cdot) \) is the Heaviside function which is equal to 1 or to 0. If vector \( y_j \) is outside the neighbourhood of vector \( x_i \) with a radius of \( \varepsilon_i \), then \( \Theta(\varepsilon_i - ||x_i - y_j||) \) is equal to 0. Otherwise, \( \Theta(\varepsilon_i - ||x_i - y_j||) \) is equal to 1.

The matrix of cross-recurrence can be visualized as a cross-recurrence plot. This is an \((i, j)\) coordinate system. An “image” consists of black and white points: if \( \Theta \) for a chosen pair \((i, j)\) is equal to 1, then a corresponding point is black; if it is equal to 0, then a corresponding point is white. The evolution of phase lag can be estimated using line of synchronization (LOS). It can be constructed on a cross-recurrence plot from the bottom left corner to the upper right corner (in the direction of an arrow of time) in agreement with the highest density of cross-recurrence points. The choice of parameters used for the construction of a cross-recurrence matrix is important. In this paper we present results obtained using the “fixed distance maximal norm” \((L_\infty)\), embedding dimension \( m = 1 \), time delay \( \tau = 1 \) and \( \varepsilon = 0.1\sigma \), where \( \sigma \) is the standard deviation. A detailed description of cross-recurrence-plot analysis can be found in Marwan et al. (2007). In this study we used the package for MAT-LAB that can be found at http://www.agnld.uni-potsdam.de/~marwan/toolbox/.

### 3.2 Determination of solar cycle limits

The determination of cycle limits (start and end dates) poses a problem because it can be obtained using different methods. The first method considers a cycle as an interval between the two nearest minima of solar activity. A second possible method is based on the analysis of a trajectory of an investigated data set in phase space (2-D diagram method; Usoskin et al., 2001; Takens’ theorem; Takens, 1981). As mentioned above, the starting and ending points of a cycle are determined by the closeness of circles in phase space. Cycle limits obtained in this manner can differ from the limits of cycles found as nearest minima.

In this work we determine the limits of solar cycles as a time interval between two nearest minima of solar activity. We have chosen not to consider the method based on 2-D diagrams because of the difficulties involved in applying this method to the LOD data set discussed above.

### 4 Results

In this section we present the results of our investigation based on the visual analysis and relationships of curve shapes and on the analysis of phase lags between SSN, CRI (for the CLIMAX and McMurdo neutron monitors) and LOD for solar cycles 20–23. We start this section with the list of chosen limits of solar cycles.

#### 4.1 Limits of solar cycles

We use the following periods as solar cycle minima in agreement with the determination of a solar cycle as an interval between two closest minima of SA: cycle 20 from 1964 to 1975, cycle 21 from 1975 to 1986, cycle 22 from 1986 to 1996, and cycle 23 from 1996 to 2008.

We have found minima of solar activity for the curves presented in Fig. 4 with a precision of about a month. Although solar cycle 23 is not complete in the LOD data set (Figs. 3 and 4), we analyse it in a similar way, because the use of particular methods (for example comparison of maximal points of cycles) can lead to precise estimations of phase lag, and because the use of other methods (maximal coefficient of cross-correlation and recurrence plot analysis) allows preliminary estimations.

#### 4.2 Shape of curves: visual and wavelet analysis

Figure 3 presents monthly variations of SA (SSN and TSI), inverted CRI and inverted LOD. Smoothed curves are
Figure 5. Wavelet spectra of the data presented in Fig. 3 for the time interval close to analysed: SSN (A), LOD (B), CRI (CLIMAX – C, McMurdo – D). Y axes present periods in years. Wavelet amplitudes are shown by different colours, accordingly to colourmaps.

represented in the same figure with solid lines. The curves presented cover the time interval from 20 to 23 solar cycles (fully or partially). Figure 4 illustrates the same data sets as Fig. 3 (except for TSI), but the data sets have been pre-processed as discussed above (Sect. 2): they have been smoothed, detrended and normalized. Here we analyse the smoothed and normalized curves presented in Fig. 4 for solar cycles 20 to 23. Further on in this article, we name these data sets “SSN”, “CRI” and “LOD”.

A visual analysis of the curves presented in Fig. 4 shows that all data sets investigated reveal an approximate 11-year variability. To confirm the existence of 11-year variability in all analysed data sets, we applied wavelet analysis to each of the data sets presented in Fig. 4. The corresponding wavelet spectra are presented in Fig. 5. Even if the available time interval is relatively short, one can clearly see statistically significant and stable signals with about 11-year period for all analysed data sets: SSN (A), LOD (B) and CRI (CLIMAX – C, McMurdo – D).

However, as it can be seen from Figs. 3 and 4, each curve demonstrates peculiarities, the comparison of which enables us to propose preliminary suggestions concerning the relationships between the parameters. One such specific interval occurs from 1970 to 1980 (Fig. 4). A smooth decrease of SSN can be observed between 1970 and 1975. However, the CRI curve shape for the same time interval demonstrates more complex and irregular behaviour than does the SSN curve. The shape of the LOD curve also shows some complexity.

Another peculiarity can be observed between 1985 and 1990. From Fig. 4 it can be seen that, for the LOD data set, the minimum between solar cycles 21 and 22 is higher than its neighbouring minima (between cycles 20 and 21, and between cycles 22 and 23). In the case of SSN, these three minima reach the same level. Both CRI minima between solar cycles 21 and 22 exhibit values slightly higher than their neighbouring minima but not as much as in the case of LOD.

4.3 Phase lag analysis: maxima, maximal correlation coefficient, cross-recurrence plots

In Fig. 6 we present phase lags calculated for SSN, CRI (CLIMAX and McMurdo neutron monitors) and LOD data sets for solar cycles 20–23. An estimation of phase lag was achieved using three different methods: comparison of maxima, analysis of maximal correlation coefficient and with the cross-recurrence plot method. Graph A shows phase lag evolution between SSN and CRI, Graph B depicts SSN and LOD and Graph C illustrates CRI and LOD.

It should be noted that the results obtained using the three different methods are very similar (Fig. 6), even in the case of solar cycle 23 with its incomplete LOD record. In Fig. 6, the top graph (A) demonstrates very clear differences in phase lags for even and odd solar cycles between SSN and CRI for both neutron monitors. The middle graph (B) and bottom graph (C) show a positive trend in phase lags between SSN and LOD as well as between the CRI of both neutron monitors and LOD. It can be seen that the phase lags presented on
Figure 6. Time lags (in months) between normalized data sets presented in Fig. 4 calculated using different methods for (A) SSN and CRI_{Inv}, (B) SSN and LOD_{Inv} and (C) CRI_{Inv} and LOD_{Inv}. Solar cycles are from 20 to 23. The limits of the cycles are considered as minima of curves. For each pair, positive lag means that the first parameter is ahead of the second one, and negative is the opposite.

5 Discussion

In addition to being of relevance to phase lag evolution between parameters such as SSN, CRI and LOD, the results presented in this paper also provide arguments supporting or refuting proposed mechanisms of the influence of solar activity on the Earth’s rotation. The shape of the curves of SSN, CRI and LOD presented in Fig. 4 as well as the phase lags between these parameters can be discussed in this context.

As shown in Fig. 4 the beginning of cycle 22 in LOD occurs earlier than in CRI but a bit later than in SSN. For the few years preceding 1975, both the LOD curve and the CRI curves exhibit complicated shapes. In addition, the beginning of cycle 20 in LOD occurs earlier by about 2–10 months than it does in CRI, but slightly later by about 7–12 months than it does in SSN (as was observed above for the 1985–1990 time interval). Moreover, the shape of the LOD curve around 1977 shows greater similarity to the shape of the SSN curve than to the shape of CRI curves. These differences may not be compatible with the hypothesis that the Sun influences LOD via the modulation of cosmic rays.

It is also remarkable that the minimum value of the LOD curve is higher around 1987 than it is for the 1977 and 1997 minima. A similar effect (with slightly less difference between the three minima) can be observed for the CRI curves but not for the SSN curve. The respective shapes of the SSN, CRI and LOD curves around and after the 1997 minimum cannot be considered as conclusive facts supporting or refuting the hypothesis that SA influences LOD via CRI.

An analysis of phase lags between SSN, CRI and LOD can also be useful to identify or rule out possible mechanisms. The results presented in Fig. 6a show that the phase lag between SSN and CRI is large for odd solar cycles and negligible or even negative for even solar cycles. This result confirms results by previous authors (Nymmik and Suslov, 1995; Usoskin et al., 2001; Gupta et al., 2006; Mishra et al., 2006; and Mavromichalaki et al., 2007). Although a negative phase lag for solar cycle 20 (see Fig. 6a) is counter-intuitive, it is nevertheless linked to physics. As discussed by Usoskin et al. (2001), the duration of the recovery phase of CRI modulated by SA in solar cycle 20 was unusual and the phase lag between SSN and CRI is negative for this cycle. It implies...
that the recovery of cosmic ray intensity during cycle 20 was faster than sunspot activity (Usoskin et al., 2001). According to these authors, it could have happened because of the unusual reversal of the global solar magnetic field leading to an unusual heliospheric structure. Soon after the maximum of solar cycle 20, the heliosphere became rather quiet. Moreover, it was relatively “thin” for energetic particles (above some 13 GeV) but still thick for low-energy cosmic rays. These reasons could lead to a long flat maximum of cosmic ray intensity and to an energy-dependent modulation during solar cycle 20 (see details in Usoskin et al., 2001, and references therein).

However, the results presented in graphs B and C of Fig. 6 concerning the phase lags between SSN and LOD and between CRI and LOD are less clear and not simple to interpret. It can be said that phase lags demonstrate a positive trend in both cases. Nevertheless, cycle 20 phase lags are significantly negative in both cases.

The arguments based on visual shape analysis allow us to put forward a preliminary suggestion that the behaviour of the LOD curve is more similar to that of the SSN curve than to that of CRI curves. This can be considered as an argument in support of the hypothesis that the Earth’s rotation may be influenced by solar activity, but presumably not via the fluctuations of cosmic rays. A goal of this article is to analyse the solar activity as a possible driver of the semi-annual LOD variability. As mentioned in Sect. 2.1 of this paper, the seasonal cycle is one of the largest components of the LOD variability and, within the semi-annual oscillation, presents a prominent decadal modulation (Bourget et al., 1992; Le Mouël et al., 2010). But for the moment its origin, as well as the respective roles of various internal and external causes, remains under discussion.

For example, Abarca del Rio et al. (2003), investigating the lower frequencies in LOD and AAM (i.e. filtering out seasonal variability, so not discussing the modulation of the seasonal cycle), suggested that AAM variability at the decadal timescales close to the solar cycle can originate from surface processes with the troposphere contribution to the total power being of about 80%. However, the same authors mention that the global AAM data set at this 11-year timescale shows a significant phase lag with solar activity – about 2 months on average – over the last 50 years. Moreover, some studies (see Abarca del Rio et al., 2003, and references therein) show at least a partial agreement between solar activity and independent measurements (sea surface temperature, global temperature (GT), AAM, LOD) over the last 50 years while being out of phase at the beginning of the 20th century. Moreover, multiple signals having distinct origins within the atmosphere with about the same frequency band as the 11-year solar cycle can impact global AAM and interfere with the solar signal (Abarca del Rio et al., 2003), complicating a precise detection of solar forcing.

For this reason, the role of the solar forcing in zonal wind redistribution cannot be ruled out. Its instability may be related to additional internal or external factors or to the inferior quality of the observational data in the past (see Abarca del Rio et al., 2003, and references therein). In addition to the explanation involving zonal wind redistribution, there are other factors, which may lead to changes in Earth angular momentum (inner Earth processes as evidenced recently by Holme and Viron, 2013). But the discussion of these factors is beyond the scope of this article.

6 Conclusions

Using different methods (comparison of maxima of 11-year cycles, analysis of correlation coefficients and cross-recurrence plots) we confirm systematic differences of phase lag values between solar activity (SA) and cosmic ray intensity (CRI) for even and odd solar cycles. We also show that phase lags for even solar cycles are small or even negative (from −7 to +3 months), whereas phase lags for odd solar cycles are relatively large (from +6 to +18 months).

We determine that, for solar cycle 20, phase lags between pairs of the investigated parameters (SA and LOD, CRI and LOD) are significantly negative. Using the same methods of analysis, we investigated phase lags between SA and LOD as well as between CRI and LOD for cycles 20 to 23. We found clear positive long-term trends in phase lags. Moreover, some additional variations of phase lag values were also observed. The trend shows the instability of the phase relationship, casting doubts on the existence of a simple solar origin of the 11-year cycle in the LOD record.

We interpret the results from the point of view of possible mechanisms governing the influence of solar activity on the Earth’s rotation. The short length of the records does not allow deriving a definitive conclusion about a particular mechanism. However, results are not particularly supportive of an influence of cosmic rays on LOD variations. Indeed, the phase lag observed between SA and LOD does not show any clear difference between odd and even solar cycles as would be predicted if cosmic rays were the main forcing.
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